
Supporting Information
Shoval et al. 10.1073/pnas.1002352107
SI Text
Generalized Fold-Change Detection: Symmetry Invariance. We study
general systems with inputs and outputs of the following form (Eq.
S1 A and B):

_x ¼ f ðx; uÞ [S1A]

y ¼ hðx; uÞ [S1B]

where u = u(t) is a stimulus, excitation, or input function and y =
y(t) is a response or output function. We are using here the stan-
dard control-theory formalism: typically, y represents a selection
of one of the state variables xi, which quantifies the response of
the system. This variable, which is one of the coordinates of x,
satisfies a differential equation, and the output map h is of the
form y = h(x) = xi. Eqs. 3 and 4 are for this special case, which is
also discussed in detail in Coordinate projection.
As usual, Eq. S1 is meant as shorthand for

dx
dt

�
t
� ¼ f

�
x
�
t
�
; u
�
t
��

yðtÞ ¼ hðxðtÞ; uðtÞÞ
:

The spaces of states, input values, and output values, X, U, and Y,
respectively, are subsets of Euclidean spaces R

n, Rm, and R
q,

respectively, and u : ½0;∞Þ→U; x : ½0;∞Þ→X; y : ½0;∞Þ→Y:
Our central question is as follows. Suppose that we are in-

terested in understanding how a certain set of transformations P
or symmetries (Eq. S2)*

π : U→U; u ↦ πu [S2]

acting on the space U of input values affects the response of the
system. The set π ∈ P might constitute, for example, a group of
rotations, translations, and/or dilations in an image-recognition
system.
Specifically, we are interested in what one might call response

invariance to symmetries in P: the system response that is ob-
served after a jump from some constant value of u to a new input
v(t) will be the same as if we started instead with the constant
value π(u) and then jumped to π(v(t)). For example, suppose that
we are watching a distant static image, and suddenly, a target
appears in the visual field. Our response should be identical
(if response invariance to translations is valid) when we observe
the image from a displaced location.
One particular example of interest is P =U=R>0 (positive real

numbers) and πu = multiplication. The requirement that the re-
sponse should be the same when jumping from u to v as when
jumping from pu to pv, for any p > 0 means that the response only
depends on the fold change or ratio v/u. We use the terminology
fold-change detection (FCD) because of this motivation.
Technical assumptions. We take the functions f, h to be differen-
tiable and make the assumption that, for each input u:½0;∞Þ→U

and each initial state ξ ∈ X, there is a (unique) solution of the
initial value problem (Eq. S1) with initial condition x(0) = ξ.† We
denote this solution as:

ϕðt; ξ; uÞ
and the corresponding output as:

ψðt; ξ; uÞ ¼ hðϕðt; ξ; uÞ; uðtÞÞ
We also make the assumption that, for each constant input u,
there is a unique steady state, which we denote as σ(u). That is to
say, there is a unique solution of f(x, u) = 0 given by x = σ(u)
(Eq. S3):

f ðσðuÞ; u ¼ 0Þ [S3]

We will say that the system is stable‡ if, in addition, it holds that
every trajectory approaches σ(u) when the constant input u(t) = u
is used, which is to say:

lim
t→∞

ϕðt; ξ; uÞ ¼ σðuÞ for all ξ ∈ X; u ∈ U:

Here and later, we make the abuse of notation of viewing an
element u ∈ U both as an input value u(t) ∈ U and as a constant
input function u:½0;∞Þ→U; the meaning should be clear from
the context.
Main definitions. Suppose a system (Eq. S1) and a set of symmetries
π ∈ P as in Eq. S2.§

Definition: property FCD is satisfied if the equality

ψðt; σðuÞ; vÞ ¼ ψðt; σðπuÞ; πvÞ ðFCDÞ

holds for all constants u ∈ U, all input functions v: ½0;∞Þ→U, all
π ∈ P, and all t ≥ 0.¶

A consequence of FCD is as follows. Suppose that we use v(t) =
v (constant function) in the definition of FCD . Then, evaluating
at t = 0 and using that, by definition, ψ(0, σ(u), v) = h(φ(0, σ(u),
v), v(0)) = h(σ(u), v) (Eq. S4):

hðσðuÞ; vÞ ¼ hðσðπuÞ; πvÞ for all u ∈ U; v ∈ U; π∈: [S4]

Definition: the system perfectly adapts to constant inputs if there
exists some value y0 ∈ Y so that

hðσðuÞ; uÞ ¼ y0 for all u ∈ U

Remark: suppose that a system perfectly adapts to constant in-
puts and also, that it is stable in the sense previously defined. This
means that, given any initial state ξ ∈ X and any constant input
u, ϕðt; ξ; uÞ→σðuÞ as t→∞. It then follows that

ψðt; ξ; uÞ ¼ hðϕðt; ξ; uÞ; uÞ → hðσðuÞ; uÞ ¼ y0:

This stronger property of output convergence to the same value
y0, independent of initial state, is often taken as the definition of
perfect adaptation.

*The transformations π are allowed to be nonlinear. We write πu for notational simplicity
but use π(u) when there may be a possible confusion.

†For the purposes of this note, we may think of inputs u(t) as piecewise-continuous
functions and solutions x(t) as continuous and piecewise differentiable. More generally,
one could consider Lebesgue-measurable locally essentially bounded inputs u, and the
definition of solution is that x(t) is an absolutely continuous function for which the
differential equation holds almost everywhere. See ref. 1 for details.

‡A more proper mathematical term is attracting, because this weak definition of stability
does not rule homoclinic phenomena.

§To be precise, we should require that π(v(t)) be a piecewise-continuous function (or more
generally, Lebesgue-measurable) whenever v(t) is a piecewise-continuous function. Ask-
ing that every π∈P be continuous is enough to guarantee this requirement.

¶The expression πv on the right side of FCD means the input w(t) = π(v(t)). We could just
require the property to hold only for t > 0, but the property would be equivalent, taking
limits as t→0þ.
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FCD Implies Perfect Adaptation and Weber’s Law. 2.1 Perfect adap-
tation. We say that the action is transitive on inputs if the fol-
lowing property holds: for each pair of distinct u, v ∈ U, there is
some π = πu,v such that v = πu.
Themost interestingexampleof transitiveaction inourcontext is

as follows: U ¼ P ¼ R
m
≥0 (m vectors consisting of positive entries)

and π(u) = (p1u1, . . ., pmum)
T, which we write as pu, if π= (p1, . . .,

pm). Clearly, πu,v = (v1/u1, . . ., vm/um) achieves πu = v.
Lemma 1: suppose that the action of is transitive on inputs.

Then, FCD implies perfect adaptation.
Proof: pick an arbitrary element u0 ∈ U and define y0: =

h(σ(u0), u0). Now, pick an arbitrary w ∈ U. By transitivity, there
exists some π ∈ P such that πu0 = w. We now apply Eq. S4 with
u = u0 and also v = u0: h(σ(w), w) = h(σ(πu0), πu0) = h(σ(u0),
u0) = y0, as required for adaptation.
2.2 Weber’s law. We now discuss connections between the FCD
property, relative to the symmetries u ↦ pu ðU ¼ P ¼ R> 0Þ↦ and
the Weber or Weber-Fechner law of perception.
There are several versions of Weber’s law. The textbook (1)

provides two relevant definitions (a third one, based on steady-
state sensitivity, is irrelevant to systems that perfectly adapt). The
main definition used in ref. 1 can be phrased, using our nota-
tions, as follows.
Consider the maximum deviation of the output in response to

a step from an input value u to an input value v:

Ψðv; uÞ ¼ max
t≥0

jψðt; σðuÞ; vÞ− y0j;

where y0 = h(σ(u), u) is the adapted value of the output. Sup-
pose that Ψ is differentiable and introduce the sensitivity of the
response

S
�
u
�
:¼ ∂Ψðv; uÞ

∂v

�����
v¼u

:

With these concepts, ref. 1 defines the Weber law as asserting
that S(u) is (approximately) inversely proportional to u, which
we formalize as there exists a constant k such that

S
�
u
� ¼ k

u
:

FCD implies Weber’s law. FCD implies that Ψ(v, u) = f(v/u),
for some function f, which we assume is differentiable, and
therefore,

S
�
u
� ¼ ∂f ðv=uÞ

∂v

�����
v¼u

¼ f ′�1�
u

and Weber’s law is indeed satisfied with k = f ′ (1).
An intuitive way to restate this property is as follows. We

expand Ψ to first order around v = u, and therefore,∥

Ψðv; uÞ ¼ Ψðu; uÞ þ SðuÞðv− uÞ þ oðv− uÞ:
If the system perfectly adapts, then Ψ(u, u) = 0, and therefore,
Weber’s law amounts to the property Ψðv; uÞ ≈ kðu− vÞ

u . If we write
Δy = Ψ(v, u) to represent a maximal response change in output
and Δu = v – u, we can write

Δy ≈ k
Δu
u
:

More generally, one can prove that the entire response has the
same proportionality property. Take any two constant in-
put values u and v. Picking p = 1/u in the FCD condition ψ(t,
σ(u), v) = ψ(t, σ(πu), πv), we conclude that ψ(t, σ(u), v) = ψ(t,

σ(1), w) = Q(t, w) where w= v/u. We expand Q(t, w) = Q(t, 1) +
M(t)(w – 1) + o(w – 1) to first order, where MðtÞ ¼ ∂Q

∂wðt; 1Þ, and
observe that Q(t, 1) = ψ(t, σ(1), 1) = y0 for all t, where y0: = h
(σ(1), 1) is the adapted value of the output. Note that y(t) = ψ(t,
σ(u), v) is the output that results after the input jumps from u to
v. Writing Δu = v – u and w – 1 = Δu/u, we conclude:

ΔyðtÞ ¼ yðtÞ− y0 ¼ MðtÞΔu
u

þ oðΔu
u
Þ;

which is one way to formalize Δy ≈ kΔuu for all t. The functionM(t)
can be computed explicitly, as follows:

MðtÞ ¼ c
�
etA − I

�
A− 1bþ d

where

A ¼ ∂f
∂x
ðξ; 1Þ;B ¼ ∂f

∂u
ðξ; 1Þ; c ¼ ∂h

∂x
ðξ; 1Þ; d ¼ ∂h

∂u
ðξ; 1Þ

is a matrix and vectors of sizes n × n, n × 1, q × n, and q × 1,
respectively, and ξ = σ(1). This follows from the fact that that
the derivative is computed by solving the variational differential
equation _z ¼ Azþ bu with output cz + du (see the proof of
theorem 1 in ref. 1). Observe that, when M(t) = 0, one can ex-
pand to higher order, in which case Δy(t) becomes proportional
to a power (Δu/u)k.
Psychophysical sensitivity. There is a second possible definition of
Weber’s law, also discussed in ref. 1, based on psychophysical
sensitivity and defined as follows. We let r be the smallest pos-
sible observable response (in a subjective sense of an individual
responding to a stimulus or of a given physical measurement)
and let R(u) be the smallest value of the constant input v for
which Ψ(v, u) = r. Thus, v represents the smallest input that
elicits an observable response. Now, the sensitivity S(u) is de-
fined as 1/R(u), and Weber’s law is once again the property that
SðuÞ ¼ k

u for some k. We prove that FCD implies this version of
Weber’s law as well.
Indeed, let f be as defined, and therefore, R(u) = inf v{f(v/u) =

r}. We assume that f is monotonic before reaching its global
maximum or minimum (which is satisfied when there is a unim-
odal response) and introduce the function g as the inverse of f in
its initially monotonic interval. Thus,

RðuÞ ¼ inf
v

n
v=u ¼ gðrÞ

o
¼ ugðrÞ ¼ u

k

with k: = 1/g(r). Therefore, Weber’s law in this psychophysical
sensitivity sense holds true, because SðuÞ ¼ 1=RðuÞ ¼ k

u.

Sufficient Conditions for FCD. We discuss here a technique for
verifying the FCD property.
We will call a mapping ρ : X→X an equivariance associated to

a given symmetry π ∈ P if it is differentiable and satisfies the
following properties (Eq. S5):

f ðρðxÞ; πuÞ ¼ ρ∗ðxÞf ðx; uÞ [S5]

and (Eq. S6)

hðρðxÞ; πuÞ ¼ hðx; uÞ [S6]

for all x ∈ X and u ∈ U, where ρ∗ denotes the Jacobian matrix
of ρ.
Note that we are using a slightly more compact notation than in

the paper: we write ρ(x) instead of ϕ(p, x) if ρ is the equivariance
associated to a symmetry parametrized by p. Thus, ρ∗(x) is the
same as ∂xϕ(p, x).
Lemma 2: the steady-state mapping σ interlaces π and its as-

sociated ρ as follows (Eq. S7):∥The notation o(x) means that oðxÞ=x→0 as x→0; in other words, oðxÞ≪x for small x.
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ρðσðuÞÞ ¼ σðπðuÞÞ for all u∈ U: [S7]

Proof: indeed, we use Eq. S5 with any u and x = σ(u):

f ðρðσðuÞÞ; πuÞ ¼ ρ∗ðxÞf ðσðuÞ; uÞ ¼ 0;

because f(σ(u), u) = 0, by definition of σ(u); this means that
ρ(σ(u)) is the steady state σ(πu) corresponding to the constant
input πu, which is what Eq. S7 asserts.
Lemma 3: suppose that for each π ∈ P, there is an associated

equivariance ρ. Then, FCD holds.
Proof: pick any π∈X, any constant u ∈ U, and any input

function v: ½0;∞Þ→U. Consider the two solutions x(t) = φ(t, σ(u),
v) and z(t) = φ(t, σ(πu), πv). We need to show that (Eq. S8)

hðxðtÞ; vðtÞÞ ¼ ψðt; σðuÞ; vÞ ¼ ψðt; σðπuÞ; πvÞ
¼ hðzðtÞ; πvðtÞÞ [S8]

for every t ≥ 0.
Take an equivariance ρ associated to π anddefinebxðtÞ :¼ ρðxðtÞÞ.

Because

bx�0� ¼ ρ
�
x
�
0
�� ¼ ρ

�
σ
�
u
�� ¼ σ

�
π
�
u
��

(using Eq. S7) and�
d=dt

�bx�t� ¼ ρ∗
�
x
�
t
��
f
�
x
�
t
�
; v
�
t
�� ¼ f

�bx�t�; πv�t��
(using the chain rule and then Eq. S5), it follows, by definition

of φ, that

z
�
t
� ¼ bx�t� ¼ ρ

�
x
�
t
��
:

Therefore, Eq. S8 becomes:

hðxðtÞ; vðtÞÞ ¼ hðρðxðtÞÞ; πvðtÞÞ:
This property is the second equivariance condition (Eq. S6).
For controllable and observable systems, the condition in Lemma
3 is necessary as well as sufficient, as follows from uniqueness
results in minimal realization theory in control theory [3].

A Subset of Conditions That Is Sufficient for Weber’s law. We con-
sider now the very special case of systems with two variables in
which the second variable is the output:

_x1 ¼ f1
�
x1; x2; u

�
[S9A]

_x2 ¼ f2
�
x1; x2; u

�
[S9B]

y = x2· [S9C]

We assume that the system adapts (h(σ(u), u) = y0 for all u),
which translates in this special case to the following property:
σ2(u) = y0 for the second component of the steady-state map σ.
We impose the following property for the second component f2

of f, but no assumptions are made for f1:

f2ðpx1; y0; puÞ ¼ f2ðx1; y0; uÞ [S10]

for all u ∈ R>0 (as with the other Weber’s Law results, we are
restricting attention to the special symmetries u ↦ pu with U =
P = R>0).
We claim that, for small times t and small Δu = v – u, there

holds the approximate Weber’s Law:

ΔyðtÞ ≈ cΔu
u

where Δy(t) = ψ(t, σ(u), v) – y0, for an appropriate constant c
(which is linearly dependent on t: c = kt). Note that y(t) = ψ(t,

σ(u), v) can be expanded to first order as yðtÞ ¼ y0 þ _yð0Þtþ oðtÞ,
and that _yð0Þ ¼ f2ðσ1ðuÞ; y0; vÞ. Thus, we now give the precise
statement:
Proposition 1: Suppose that Eq. S10 holds, that f2 is a differ-

entiable function, and that σ is a continuous function. Then,
there is a constant k such that

f2
�
σ1
�
u
�
; y0; v

�
  ¼  k

v− u
u

þ o
�v− u

u

�
for all u, v.
Proof: Eq. S10 applied with p = 1/u, means that f2(x1, y0, u) =

F(x1/u): = f2(x1/u, y0, 1) for all x1, u. Thus, our objective is to
show that, for some constant k:

F
�
σ1ðuÞ
v

�
  ¼  k

v− u
u

þ o
�v− u

u

�
[S11]

for all v, u. Since σ is by definition the steady state map, we have
that f2(σ1(u), y0, u) = 0 for all u ∈ R>0, that is,

F
�
σ1ðuÞ
u

�
  ¼  0 [S12]

for all y.
So Eq. S11 can be restated as:

∂
∂v

����
v¼u

F
�
σ1ðuÞ
v

�
  ¼  

k
u

for all u. Because of the chain rule, we need to show that:

−F′
�
σ1ðuÞ
u

�
σ1ðuÞ
u2

  ¼  
k
u

or, equivalently, that:

F′
�
σ1ðuÞ
u

�
σ1ðuÞ
u

is constant:

Let us write α(u): = σ1(u)/u (this is a continuous function defined
on the positive reals). We need to show that F′(α(u))α(u) is
constant, knowing (from Eq. S12) that F(α(u)) is constant.
It is a general fact that F(α(u)) constant implies F′(α(u))α(u) is

constant, for any differentiable function F and any continuous
function α. To prove this general fact, let us call J the range
{α(u), u ∈ R>0} of α. Since α is continuous, J is an interval. There
are two possibilities: (a) J has only one point or (b) J has interior.
Case (a) means that α is a constant function, which obviously
implies that F′(α(u))α(u) is constant. If, instead, case (b) holds,
then F′ must vanish identically on the interval J, which implies
that F′(α(u))α(u) = 0 for all u, and thus again this expression is
constant.

Examples of Generalized FCD Systems. Log-linear systems. FCD
properties for example shown in Fig. 4C. The system depicted in
Fig. 4C satisfies the general FCD conditions (Eqs. S13 and S14)

f ðφðp; xÞ; y; puÞ ¼ ∂xφðp; xÞf ðx; u; yÞ [S13]

gðφðp; xÞ; y; puÞ ¼ gðx; u; yÞ [S14]

using the transformation (Eq. S15)

φðp; xÞ ¼ logðpÞ þ x: [S15]

The above conditions are a slight generalization of the basic
conditions (Eqs. 5 and 6) in Text. One can prove them directly
using the same methodology. In addition, they are a subset of
the generalized conditions discussed in Sufficient conditions for
FCD.
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General Analysis of Log-Linear Systems. An interesting class of
perfectly adapting systems with the FCD property is that of linear
systems with logarithmic memory-free input transformations or
moregenerally, nonlinear functionsof such log-linear vectorfields:

_x ¼ FðAxþ Blog uÞ
y ¼ GðCxþDlog uÞ

where A, B, C, and D are matrices of sizes n × n, n × m, q × n,
and q × m, respectively, and F and G are differentiable maps,
possibly nonlinear, that vanish only at 0. For example, F and G
might be the identity mappings. We interpret log u as log(u1, . . .,
log um)

T if u = (u1, . . ., um)
T is a vector.

Lemma 4: assume that P consists of scalings πu = (p1u1, . . .,
pmum)

T and that the system perfectly adapts. Then, the system
has the FCD property.
Proof: given a constant input u, the corresponding steady states

x satisfy F(Ax + B log u) = 0, which, because of the property that
F vanishes only at 0, means that Ax + B log u = 0. Thus,
uniqueness of steady-states property is equivalent to the as-
sumption that A is invertible, and

σ
�
u
� ¼ � A�1Blogu:

Because h(σ(u), u) =G(Cσ(u) +D log u) =G((D –CA−1B) log u),
perfect adaptation, the property that this expression must be in-
dependent of u, amounts to the following condition (Eq. S16):

D� CA�1B ¼ 0: [S16]

Given any π ¼ ðp1; . . . ; pnÞ∈ P, we define the equivariance
ρ(x) = x – A−1B log p. We must verify (Eq. S5):

FðAρðxÞ þ Blog puÞ ¼ F
�
A
�
x � A�1Blog p

�þ Blog pu
�

¼ FðAxþ B log uÞ

¼ ρ∗ðxÞ FðAxþ B log uÞ
(because log pu = log p + log u and ρ*(x) is the identity matrix)
and also need to have (Eq. S6):

G
�
C
�
x� A�1B log p

�þD log pu
� ¼ GðCxþD log uÞ;

which holds because of Eq. S16.
Recasting of log-linear systems. Log-linear systems can be recast in
the following way, after a change of variables. Let us introduce
variables zi ¼ exi . Then, _z ¼ diagðzÞFðAlogzþ BloguÞ, where diag
(z) is the diagonal matrix whose diagonal entries are z1, . . ., zn.
The ith row of A log z + B log u is:

∑
n

j¼1
aijlogzj þ ∑

m

j¼1
bijlog uj ¼ log zaiubi ;

where the notation zai means zai11 . . . ; zainn (analogously for u). A
similar rewriting may be done for the output function. Let us
define M(z): = F(log z) and N(z): = G(log z). We have shown
that a log-linear system can also be written as

_z ¼ diagðzÞM�
zAuB

�
_y ¼ N

�
zCuD

�
where the variables xi are positive. The monomials appearing
in the above expression represent the entries zai11 . . .

zainn ubi11 . . . ubimm (analogously for outputs). Furthermore, if N is
invertible, one may redefine the output as N −1(y), so that no N
is required.
For example, consider this 1D log-linear system:

_x ¼ Fð− xþ log uÞ
y ¼ Gð− xþ log uÞ

(F and G are two scalar nonlinear maps). We let z = ex. Then,
with M = F(log z) and N(z) = G(log z),

_z ¼ zMðu=zÞ
y ¼ Nðu=zÞ:

Let us redefine the output to be w = N−1(y) (assuming that N is
invertible). We arrive to the following system:

_z ¼ zM
�
w
�

w ¼ u=z:

Coordinate projection.Another interesting general subclass is that in
which the output y(t) is one coordinate (or, more generally,
a subset of coordinates). That is to say, the state space can be
written as a Cartesian product X= X1 × X2, and using the ob-
vious block notation x = (x1, x2) (Eq. S17 A–C),

_x2 ¼ f2ðx1; x2; uÞ [S17A]

_x1 ¼ f1ðx1; x2; uÞ [S17B]

y ¼ x2: [S17C]

Most of the examples in the main part of this paper are of this
form. Suppose that for each π∈, there is some differentiable map
ρ1 : X1→X1 with the following properties (Eq. S18 A and B):

f1ðρ1ðx1Þ; x2; πuÞ ¼ ðρ1Þ∗ðxÞf1ðx1; x2; uÞ [S18A]

f2ðρ1ðx1Þ; x2; πuÞ ¼ f2ðx1; x2; uÞ [S18B]

Lemma 5: FCD holds for the system (Eq. S17), provided that
(Eq. S18) holds.
Proof: we observe that the map ρ(x1, x2) = (ρ1(x1), x2) is an

equivariance. Indeed, its Jacobian has the block form diag
[(r1)*(x1), I]; therefore, Eq. S18 is equivalent to Eq. S5, and Eq.
S6 is true because h(x, u) = x2 is independent of x1 and u.
A special case of this setup is when the x1 subsystem is linear and

independent of x2 (feed-forward connection), U = R> 0(scalar
positive inputs), and P = R> 0 acts by scalings u ↦ pu. We write
(Eq. S19)

f1ðx1; uÞ ¼ Ax1 þ bu [S19]

(because u is scalar, B = b is a column vector). Let us suppose
that the following property is satisfied (Eq. S20):

f2ðpx1; x2; puÞ ¼ f2ðx1; x2; uÞ for all x1; x2; u; p: [S20]

Then, FCD holds, because we may use ρ1(x1) = px1 for π = p, in
which case (ρ1)*(x1) = p and therefore,

f1ðρ1ðx1Þ; πuÞ ¼ Aðpx1Þ þ bðpuÞ ¼ p½Ax1 þ bu�
¼ ðρ1Þ�ðxÞ f1ðx1; uÞ

and

f2ðρ1ðx1Þ; x2; πuÞ ¼ f2ðpx1; x2; puÞ ¼ f2ðx1; x2; uÞ
Therefore, Eq. S18 holds.
For these special systems for which Eq. S19 holds, Eq. S20 is

not merely sufficient, but it is also necessary for FCD to hold
(still assuming U ¼ P ¼ R> 0 and an action by scalings u ↦ pu.)
We prove this next.
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More precisely, we will assume that the system (Eq. S1) is
controllable from steady states, meaning that for each state ζ ∈
X, there is some steady state ξ = σ(u) (for some constant input
u), some input v(t), and some finite time T ≥ 0 such that ζ= φ(T,
ξ, v). There are control theory tools for checking controllability
of linear and nonlinear systems (1). Without loss of generality,
one may assume that v is continuous at T and has an arbitrary
prespecified value v0 there. Proof: for any desired value v0,
consider a solution z(t) of Eq. S1 backward in time, starting from
ζ and using the constant input v0. Let us pick some ζ′ = z(– t0),
t0 > 0. Now, find a v(t) that sends ξ to ζ′ in time T′. The con-
catenation of v and the constant v0 is an input so that at time
T: = T′ + t0, the state ζ is reached and its value is v0 at time T.
Lemma 6: suppose that the system (Eq. S1) is controllable

from steady states and has the form (Eq. S17) with Eq. S19.
Then, the system satisfies FCD for the scaling action u ↦ pu if
and only if Eq. S20 holds.
Proof: sufficiency was already proved, and therefore, we show

necessity. Pick some ξ= (ξ1, ξ2) ∈ X and p, v0 ∈ R>0. We need to
show that Eq. S20 holds (Eq. S21) (i.e., that

f2ðpξ1; ξ2; pv0Þ ¼ f2ðξ1; ξ2; v0ÞÞ: [S21]

Pick a constant input u and some input v(t) such that ξ = φ(T,
σ(u), v) and v(T) = v0. The assumption is that FCD holds, which
means, in particular, that x2ðtÞ ¼ bx2ðtÞ for all t ≥ 0, where x(t) =
φ(t, σ(u), v) and bxðtÞ ¼ ϕðt; σðpuÞ; pvÞ. Because also the de-
rivatives of x2 and bx2 must coincide (at the points of differen-
tiability of these functions), it follows, in particular, that

f2ðξ1; ξ2; v0Þ ¼ f2ðx1ðTÞ; x2ðTÞ; vðTÞÞ ¼ f2
�bx1ðTÞ;bx2ðTÞ; pvðTÞ�

¼ f2
�bx1ðTÞ;bx2ðTÞ; pv0� ¼ f2

�bx1ðTÞ; ξ2; pv0�
(the last equality because bx2ðtÞ ¼ x2ðtÞ, again using FCD). To
conclude, observe that bx1ðtÞ ¼ px1ðtÞ (by linearity of the equation
for x1) and therefore, evaluating at t = T, bx1ðTÞ ¼ pξ1; thus, we
have proven that Eq. S21 is satisfied.
Relationship between the incoherent feed-forward loop and integral
feedback. Here, we show the relationship between the in-
coherent feed-forward loop and integral feedback.
A system is said to be affine in inputs if the vector field has

degree 1 on u. Using control-theory notations, one writes the
differential equations for the system as follows (assuming, for
notational simplicity, that the input u is scalar):

_x ¼ f ðxÞ þ ugðxÞ
where f and g are two vector fields. That is, the f(x, u) in the
general form _x ¼ f ðx; uÞ is written as f(x) + ug(x).
A theorem is given in ref. 2 showing that, under appropriate

technical assumptions, if a system perfectly adapts to constant
signals, then there is a global transformation of coordinates that
brings the system into an integral-feedback form. (More gener-
ally, the theorem considers adaptation to other, not necessarily
constant, types of signals, and an analog of integral feedback,
called an internal model, is shown to exist.)
The construction in ref. 2 is a bit involved because of the need to

use Lie-theory concepts. Here, we limit ourselves to the following
example. We consider a system of 2D, in which the output is the
coordinate x2 and for notational simplicity, write x= x1 and y= x2:

_x ¼ u− x
_y ¼ u=x− y

evolving on positive variables. This system perfectly adapts, with
y0 = 1. We have:

f ðx; yÞ ¼
�

− x
− y

�
; gðx; yÞ ¼

�
1
1=x

�
:

The relative degree of this system (2) is r = 1. One can verify the
assumptions of the main theorem in ref. 2 for this system.
The recipe for coordinate changes in ref. 2 (see also the Feedback
Linearization Theorem, Theorem 15 in ref. 3) is to use z1 = y
and z2 = φ (x, y) with the following conditions on the differen-
tiable map φ:

1. The map (x, y) ↦ (y, φ(x, y)) has a differentiable inverse
(technically, is a diffeomorphism).

2. The Lie-derivative Lgφ vanishes everywhere, which means
∇φ.g = 0 (∇g is the gradient of φ).

The condition ∇φ.g = 0 says, more explicitly, for this example:

ϕxðx; yÞ þ
1
x
ϕyðx; yÞ ¼ 0

where φx, φy are partial derivatives. This linear first-order partial
differential equation on φ may be solved by the method of
characteristics, but a solution can be seen by inspection:

ϕðx; yÞ ¼ y− log x :

Observe that (x, y) ↦ (y, y – log x) = (z1, z2) is clearly invertible,
with inverse y = z1 and x ¼ ez1 − z2 . In the new coordinates z1, z2,
we have:

_z1 ¼ uez2 − z1 − z1
_z2 ¼ 1− z1:

Up to a change of coordinates z1 ↦ 1 – z1 to bring the system into
the form in ref. 2 (which normalized the adaptation value to 0; it
is 1 in this example), we have that the variable z2 implements the
integral feedback ensured by theorem 1 in ref. 2.
The form in (z1, z2) coordinates is known in control theory as

the feedback linearization normal form (3) and is a special case
of a normal form for affine nonlinear systems.

Stability Result. We wish to show the global asymptotic stability
(GAS) of the unique steady state ðx; yÞ ¼ ðαu0βy0

; y0Þ of the nonlinear
integral feedback system (Eq. S22 A and B):

_x ¼ γxðy− y0Þ [S22A]

_y ¼ α
u0
x
− βy [S22B]

where α, β, γ, u0, and y0 are positive constants and the integrator
variable x(t) is positive. We prove this as a consequence of
a more general result.
Lemma 7: consider a 2D system of the following general form

(Eq. S23 A and B):

_x ¼ gðyÞ [S23A]

_y ¼ − f ðxÞ− kðyÞ [S23B]

where f and g are functions with positive derivatives, (y− y0)k(y)
> 0 whenever y ≠ y0. Let (x0, y0) be so that f(x0) = g(y0) = k(y0) =
0, which means that (x0, y0) is the unique steady state of the
system. Then, (x0, y0) is a globally asymptotically stable state.
We provide a proof below but first remark how the stability of

Eq. S22 is a consequence of this Lemma.
Corollary: consider a 2D system of the following general form

(Eq. S24 A and B):
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_x ¼ xgðyÞ [S24A]

_y ¼ − f ðxÞ− kðyÞ [S24B]

where f and g are functions with positive derivatives, (y− y0)k(y)
> 0 whenever y ≠ y0, the variable x(t) is positive, and (x0, y0) is so
that f(x0) = g(y0) = k(y0) = 0, which means that (x0, y0) is the
unique steady state of the system. Then, (x0, y0) is a globally
asymptotically stable state.
This corollary is proved as follows. We let z = ln x and ex-

press the system in the variables (z, y). We have that (Eq. S25 A
and B):

_z ¼ g
�
y
�

[S25A]

_y ¼ −~f
�
z
�
− k

�
y
�

[S25B]

where ~f ðzÞ :¼ f ðezÞ again has a positive derivative. Now the
unique steady state is (z0, y0), where z0: = ln x0. By the Lemma,
this state is globally asymptotically stable, which implies that the
system in original coordinates (Eq. S24) is also stable.
The system (Eq. S22) is the particular case of Eq. S24 with

f ðxÞ ¼ βy0 − αu0
x , g(y) = γ(y – y0), and k(y) = β(y – y0).

We now prove Lemma 7. The proof is based on the LaSalle
Invariance Principle (3). We must produce a function V(x, y) of
two variables with the following properties:

1. V(x0, y0) = 0.
2. V(x, y) > 0 for all (x, y) ≠ (x0, y0).

3. V(x, y)→∞ as ∥(x, y)∥→∞ (properness or radial unbound-
edness).

4. _V ðx; yÞ :¼ ∂V
∂xðx; yÞgðyÞ þ ∂V

∂yðx; yÞ½− fðxÞ− kðyÞ� is so that
(i) _V ðx; yÞ≤ 0 for all (x, y) and (ii) if a solution satisfies
that _V ðxðtÞ; yðtÞÞ≡ 0, then (x(t), y(t)) ≡ (x0, y0).

We define:**

V ðx; yÞ :¼
Z x

x0
f ðrÞdr þ

Z y

y0
gðrÞdr:

Observe that properties 1 and 2 (positive definiteness) are
satisfied by definition. Regarding property 3, we note that
∂2V
∂2x ¼ f ′ðxÞ> 0, ∂2V

∂2y ¼ g′ðyÞ> 0 and mixed second derivatives are
0, and therefore, the Hessian matrix of V is positive definite
everywhere. This implies that V is strictly convex, and principle
3 follows. Finally, we prove principle 4. Observe that

_V ðx; yÞ ¼ f ðxÞgðyÞ þ gðyÞ½− f ðxÞ− kðyÞ� ¼ − gðyÞkðyÞ
from which it follows that i holds, and moreover, _V ðx; yÞ ¼ 0
implies that y = y0. Suppose that a solution satisfies that
_V ðxðtÞ; yðtÞÞ≡ 0. Then, y(t) ≡ y0, and therefore, _yðtÞ≡ 0. Sub-
stituted into the second equation of Eq. S23, we have that
0 = – f(x(t)) – 0, which implies that x(t) ≡ x0; therefore, ii is
true.

**This construction is based on the following idea: when k(y) is omitted, the vector field is
Hamiltonian, with Hamiltonian function V; this provides an energy-conservation con-
straint, but k(y) then adds damping to the system.
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