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Materials and Methods 

 
General Materials and Methods 

These supporting materials describe the experimental methods, the data analysis 

techniques, algorithms and quantitative analysis of the relationship between subthreshold 

temporal frequency and the spatial frequency of grid fields recorded from grid cells in 

awake behaving animals. 

 

All experiments were performed using brain slices prepared from young (17 – 23 days 

old), male and female Long-Evans rats, which were deeply anesthetized with Isoflurane 

and rapidly decapitated.  Techniques were reviewed and approved by the Institutional 

Animal Care and Use Committee at Boston University.  The brain was removed under 4 

ºC artificial cerebrospinal fluid (ACSF) oxygenated by bubbling 95% O2  / 5% CO2 

through the solution (the concentrations of compounds in the ACSF in millimolar were: 

NaCl[126.0], KCl[3], MgSO4[2], Dextrose[10.0], NaHCO3[26.0], NaH2PO4[1.25], 

CaCl2[2]).   

 

All recordings were performed in horizontal slices of entorhinal cortex. To control for the 

duration of slicing for different depths within the brain, the brain was sliced in different 

directions for different experiments with the brain mounted on either its dorsal surface or 

ventral surface.  17% of dorsal cells came from preparations sliced in the ventral to dorsal 

direction, and 83% from the dorsal to ventral direction.  There was not a significant 

difference between the mean dominant oscillation frequency for dorsal cells taken from 

either preparation (p = .63 for autocorrelations at 50 mV; p = .40 for power spectra at 

50 mV).  44% of ventral cells came from preparations sliced in the ventral to dorsal 

direction, and 56% from the dorsal to ventral direction.  There was not a significant 

difference between the mean dominant oscillation frequency for ventral cells taken from 

either preparation (p = .36 for autocorrelations at 50 mV; p = .28 for power spectra at 

50 mV).  Before slicing, but after being glued to the slice mount, the brain was cut into 

quarters through the corpus callosum, to separate the hemispheres, and at approximately 

8 mm from the rostral end of the brain (-4 mm Bregma), to preserve the frontal portion of 

the brain and allow for later measurement of slice depth.  Four hundred micron (400 μm) 

slices were then cut in oxygenated 2.5 ºC ACSF using a vibroslicer.  The full set of 

horizontal slices was kept from different positions along the dorsal to ventral axis.  Slices 

were placed in a holding chamber, which had been divided into 8 different sub-chambers.  

The first slices, from both the left and right hemisphere of the brain, were placed in 

chamber A.  The two subsequent slices were placed in the next chamber, B, and so on 

until each of the 8 slices from each hemisphere at each depth had been placed in 

chambers A-H.  For all dorsal to ventral slices (100%), after slices were taken, the depth 

of the last slice was measured at approximately 2 mm lateral from the midline and 4 mm 

Bregma, where the frontal portion of the brain had been cut away (at approximately 0 

mm Bregma). The location of other slices was then determined from the depth of the last 

slice taken.  For ventral to dorsal slices, slicing started at approximately 7 mm from the 

dorsal surface of the brain.  Measurements of a subset of ventral to dorsal slices (35%) 

confirmed a consistent slicing depth for this slice orientation.  The location of the slice 
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was defined as the middle of the 400 micron range the slice covered (e.g. 4.2 mm from 

the dorsal surface for a slice covering the range of 4.0 to 4.4 mm from the dorsal surface). 

 

The slices were stored in room temperature ACSF for a minimum of 1 hour before they 

were transferred to a submerged recording chamber on a fixed stage with continuously 

flowing ACSF kept at the physiologically realistic temperature of 37.5  ± .5ºC.  For all 

experiments, 2 mM kynurenic acid, a glutamatergic antagonist, and 100 M picrotoxin, a 

GABAA receptor antagonist, were added to the bath perfusate to block excitatory and 

inhibitory synaptic transmission.  Whole cell patch clamp recordings were made with 

patch pipettes pulled from 10 cm borosilicate glass capillary tubes.  Patch pipettes were 

filled with an intracellular solution with the following concentrations (in mM) K-

gluconate[120], HEPES[10], EGTA[0.2], KCl[20], MgCl[2], diTrisPhCr[7], Na2ATP[4] 

and TrisGTP[0.3] (pH adjusted to 7.3 with KOH).  The intracellular solution contained 

0.1% biocytin for morphological identification and staining of the cells.  When filled with 

the intracellular solution, the patch pipettes had a resistance of between 3 and 7 M . 

Cells were visualized on an upright microscope mounted on a translation stage allowing 

movement in the x-y place and equipped with a 5x and 40x water-immersion objective 

lenses.  Cells were viewed with a monochrome camera and 12-inch television screen.  

With this equipment, the location and laminar distribution of EC cells is easily 

discernible (1, 2).   

 

Recordings were made from all cell types in layer II of medial entorhinal cortex, and the 

location of cells was confirmed morphologically for 77% of cells. Cell type was verified 

by electrophysiology (e.g. presence of sag or oscillations) and for most cells (30 out of 

57) by later morphology.  The morphologically unidentified cells had similar 

electrophysiological profiles to the identified stellate cells.  36 cells were identified as 

non-stellate pyramidal-like cells and 3 cells were identified as horizontal cells; these cells 

were not included in the current study.  Tight seals (>1 G ) between the recording 

pipette and cell membrane were formed and ruptured with negative pressure.  Current 

clamp recordings were amplified by a Multiclamp 700B.  Signals were filtered at 10 kHz 

and digitized at a sampling frequency of 20 kHz (50 μs).  Signals were then acquired into 

a Pentium based computer using Clampex 9.0 software. Following the completion of an 

experiment, slices were fixed in 4% paraformaldehyde solution and later processed to 

reveal intracellular biocytin as has been described below. 

 

Recordings were analyzed from a total of 57 stellate cells, 30 of these cells came from 

dorsal portions of entorhinal cortex (defined as 3.8 mm Bregma to 4.9 mm Bregma), and 

27 of these cells came from ventral portions of entorhinal cortex (defined as 4.9 mm 

Bregma to 7.1 mm Bregma).  These definitions are based on the coordinates in Paxinos 

and Watson (3).  All cells used were held for  15 minutes, had an input resistance of  

35 M , an action potential height of  50 mV from threshold to peak, and a resting 

potential of  50 mV.   The liquid junction potential was not compensated for.  Cells 

whose firing threshold occurred at  < 53 mV were not included (n = 3) in the analysis.   

 

Selection of stellate cells 

This study focused on recordings from stellate cells, as these neurons show subthreshold 
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membrane potential oscillations in entorhinal cortex.  The morphology of cells was 

observed using staining after biocytin injection during the experiment (Fig. S1). 

Histochemical processing was performed using a method similar to previously described 

techniques (4, 5).  Tissue slices fixed in 4% paraformaldehyde were individually removed 

and washed (3 x 5 min) in 0.1 M Sodium phosphate buffer (NaPB), and then processed 

without additional sectioning.  Next, a 30 minute incubation in PHT (0.1 M NaPB, 0.2% 

gelatin, 0.25% Triton X-100) was used to block the nonspecific binding sites.  The slices 

were then labeled with an avidin-biotin-horseradish-peroxidase complex and left over 

night in PHT.  The next day, slices were washed in PHT.  First in brief washes (5 x 3 min) 

and then in a series of longer washes (6 x 1 hour) with the last wash continuing overnight.  

On the third day, slices were first washed 3 x 10 min in 0.1 M Tris-buffered saline (pH 

adjusted to 7.6 with HCl).  Slices were then individually transferred to a 3,3’-

diaminobenzidine solution (DAB substrate solution).  The DAB reaction was stopped 

when the desired staining was reached by washing the slices in Tris-buffered saline (3 X 

10 min).  The slices were mounted on gelatinized glass slides, left to air dry for 5 minutes 

and then cover slipped using movial.  The slides were allowed to dry in the dark for at 

least 24 hours, after which the slices were imaged using a microscope and Image-Pro 

Plus software on a PC running Windows.       

 

Morphological characterization 

Morphological determination of stellate versus pyramidal cell was based on previous 

characterization of stellate and non-stellate cells in layer II of entorhinal cortex (6).  

Stellate cells had multiple, thick primary dendrites.  In some cases, the staining revealed 

dendrites extending profusely into layer I and the axon projecting down into deeper 

layers of entorhinal cortex.  Pyramidal cells had a single primary dendrite extending from 

the cell body, often branching at the border between layer I and II before extending into 

layer I of entorhinal cortex.  The pyramidal-like cells were often located in the deeper 

portions of layer II.  Horizontal cells (n = 3) had a horizontally oriented cell body and two 

thick, primary dendrites that came from the cell body and extended out horizontally along 

the border between layer I and layer II of entorhinal cortex. Morphology was used to 

identify the cells in conjunction with the cell’s electrophysiological profile (7). Current 

injection was used to bring the cell near firing threshold and determine the presence or 

absence of sinusoidal subthreshold oscillations.  Stellate cells also showed, in most cases, 

a large and prominent sag current in response to a hyperpolarizing current injection.  
 

Data analysis 

Clampfit 9.0, MATLAB and Excel were used for data analysis.  The resistance of the cell 

was calculated using the Multiclamp commander at the beginning of each experiment.  

To determine the dominant frequency of stellate cells, current injection was applied at a 

variety of levels (from 10 to 500 pA).  Recordings were made continuously and current 

injections increased until the cell was near or at firing threshold.  The analysis of 

frequency of subthreshold oscillations used segments of membrane potential recorded 

near firing threshold. The mean length of membrane potential recordings from each cell 

used for analysis was 40.7 ± 4.17 seconds, with a maximum of 100 seconds and a 

minimum duration for any cell of ten seconds.  There was not a significant difference 

between the lengths of membrane potential recording used for dorsal cells versus ventral 
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cells (at 50 mV p = .17 ; at 45 mV p = .33 ).  The analysis of subthreshold oscillation 

frequency utilized an automated procedure implemented using the MATLAB simulation 

package.  The membrane potential recordings were divided into a number of windows of 

3 seconds length that overlapped by 1.5 seconds.  Any window containing a spike 

(determined by the presence of any sample in the recorded data having a membrane 

potential above 0 mV) was not considered for analysis.  This allowed the measurement 

for frequency to only be conducted on pieces of data that were free of spikes for at least 3 

seconds.   

 

Autocorrelation Analysis 

Autocorrelations on each window were performed to estimate the oscillation frequencies.  

Each short window of data was zero centered and the autocorrelation was calculated 

using the unbiased option in MATLAB’s xcorr function. The frequency was determined 

as the inverse of the interval from the central peak to the first side peak. The frequencies 

of the three windows with the highest difference between the amplitudes of the side peak 

and the trough between the two peaks were averaged and recorded as the results for the 

cell.  In all cases the autocorrelation measurements were double-checked to ensure that 

the measurement of the first side peak was correct and, in some cases, the measurement 

was corrected after the automated process.   

 

Power Spectra Analysis 

A separate data analysis computed frequency using the power spectra from a Fourier 

transform.  A Hanning window was applied to each section of data and the fast Fourier 

transform was calculated.  The peak frequency between 2 and 15 Hz, as well as the power 

at that frequency, were recorded for each short window and the peak frequencies of the 

three windows with the highest peak power were averaged and recorded as the frequency 

of the cell’s subthreshold oscillation.   

 

Resonant Frequency Analysis 

To estimate the resonant frequency of the recorded cells, we used the impedance 

amplitude profile (ZAP) protocol, in which each cell was injected with a sinusoidal 

current that increased linearly from 0 to 20 Hz over the course of 20 seconds, generated 

by the chirp function in MATLAB.  The power spectrum of the membrane voltage in 

response to the injection was divided by the power spectrum of the injected current to 

produce a function of input frequency versus impedance.  The input frequency 

corresponding to the highest impedance was recorded as the cell’s resonant frequency. 

The average of 10 trials was used to determine the average resonance frequency.  The 

amplitude of the input was adjusted so that there was no more than a 10mV change in the 

membrane potential between the starting and ending points of the ZAP.  If a cell’s resting 

potential was higher or lower than 60 mV ± 5 mV, a steady current injection was used 

to bring the cell to 60 mV.   

 

Statistics 

The difference between means for dorsal versus ventral cells were analyzed with a two-

tailed Student’s t-test and p-values are reported.  Regression lines were constructed using 

the least-squares method and r-values are reported.     
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Sag Analysis 

The time course for the sag potential was analyzed in cells by characterizing the response 

to hyperpolarizing step current injections, which usually induced an initial strong 

hyperpolarization that decayed to a smaller hyperpolarized steady state potential.  The 

strong hyperpolarization followed by the decay is referred to as a “sag” potential (7, 8).  

Sag was analyzed for a subset of stellate cells that showed a prominent sag and remained 

stable during the current step protocol for sag analysis (n = 40).  Cells were not included 

for this time constant analysis if the size of the sag trough was less than 115% of the size 

of the steady state endpoint of the response to hyperpolarization (n = 6), if the baseline 

starting potential was less than 50 mV or more than 70 mV (n = 5), if the cell did not 

oscillate at –50 mV (n = 3), or if the cell did not have a stable trace (according to the 

criteria below) with an endpoint between 70.0 mV and 60.0 mV (n = 3).  MATLAB 

was used to analyze the time constant of the sag.  Current clamp data was fitted with a 

double exponential function: 

 

(1)        F = A1e
( t / 1 ) + A2e

( t / 2 )  

 

Current clamp traces were recorded following 1 second long negative injections of 

variable amplitude.  Analysis was performed only on traces with an end point voltage of 

between 70.0 mV and - 60.0 mV.  Sag potentials were used for the fitting, starting from 

the trough of the sag response (+7 ms, to pass the trough) and ending at end of the current 

pulse ( 4 ms, to avoid any stimulation artifact).  Time constants ( 1) were used in the 

subsequent analysis.  MATLAB 7.3 and the “NonlinearLeastSquares” method were used 

in conjunction with the function “exp2”.  Traces from cases where large perturbations, 

noise, or oscillations were seen were excluded.  Traces where the curve was not 

monotonic in general, but had a clear inverted U-shape and traces whose ratio of A1/A2 

was larger than 15 were also excluded.  For the scatterplots shown in Fig. 3, the 1 for 

each cell was used from the trace whose endpoint was closest to 70.0 mV (V1) and the 

1 from the trace whose endpoint was closest to 65.0 mV (V2), that had not been 

excluded due to any of the above reasons. 

 

Supporting Text 
 

Scaling factor H derived entirely from experimental data. 

The experimental data presented in Fig. 4 shows a clear systematic relationship between 

the frequency of single cell subthreshold oscillations (f) recorded intracellularly and the 

grid cell spacing (G) measured for neurons in awake, behaving animals (9-11).  The data 

in Fig. 4A shows our single cell subthreshold oscillation frequency data plotted as 1/f 

versus position z.  The linear fit has an x-intercept similar to data in Fig. 4B comparing 

grid field spacing (G) plotted versus position (11).  Based on the regression lines in Fig. 

4, at z = 4.1 mm, the membrane potential oscillation frequency of 7.38 Hz corresponds to 

grid spacing of 40 cm, and at z = 5.4 mm an oscillation frequency of 3.87 Hz corresponds 

to the grid spacing of about 80 cm.  Thus, the data show a reciprocal relationship of H/f = 

G, where H is a scaling factor relating the two measurements. As shown in Fig. S6, we 

computed the constant H to quantify the scaling shown in main text Fig. 4 between the 
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single cell data (f) and the corresponding grid field spacing (G).  At individual depths z, 

simple multiplication of the values of oscillation data for f (Hz) and grid spacing data for 

G (cm) give a scaling factor of approximately 300 (Hz-cm) (see Fig. S6 and Table).  This 

value H describes the relationship: 

 

(2) fG = H 

 

Where f is the frequency of subthreshold membrane potential oscillations (mpo), G is the 

spacing between grid fields measured in the data (11), and H is the scaling factor of 300 

Hz-cm where the units are (cycles(mpo)/sec)cm.  H is determined entirely by matching 

our data with data from (11).  The variation in the scaling factor in Fig. S6 may be due to 

noise or inaccuracies in the estimate of f and G based on linear regression, or may reflect 

a small term dependent on the negative reciprocal of z.  

 

This value can be used to relate the observed value of grid cell spacing (G) at a particular 

anatomical position along the dorsal-ventral axis to the value of the intrinsic subthreshold 

oscillation frequency (f) observed at that same anatomical position.  This relationship can 

be computed by dividing H = 300 (Hz-cm) by G (in cm) to generate the value f (in Hz).  

For example, at 4.1 mm from the dorsal surface, the estimated mean value of G = 40 cm 

corresponds to an intrinsic frequency of H/G = f = 7.5 Hz in our in vitro data, and at 5.4 

mm from the dorsal surface, the estimated value of G = 80 cm corresponds to H/G = f = 

3.75 Hz in our data on subthreshold oscillations. This experimentally determined scaling 

factor proves essential to scaling in the simulation of grid cells presented in the next 

section. 

 

Modeling of spatial periodicity based on temporal frequency. 

The model proposed in (12-14) presents a mechanism showing how the frequency of 

subthreshold membrane potential oscillations could underlie grid cell field spacing, as 

simulated in Fig. 4 and Figs. S4-S5. Here we show how this model specifically requires 

computation of the value of H = fG in order to correctly simulate the grid cell spacing at 

anatomical position z due to the subthreshold oscillation frequency f at anatomical 

position z.  This model extends previous models of theta phase precession in which 

oscillations of different frequencies result in a phase shift of peak depolarization relative 

to a carrier theta frequency (14-17). 

 

In the Burgess and O’Keefe model, the pattern of grid fields generated by a single 

entorhinal cell results from interference patterns between the baseline subthreshold 

oscillation frequency of the neuron at the soma and separate subthreshold oscillations 

induced by synaptic input from head direction cells to different dendritic compartments 

connected with the soma.  The recordings presented here correspond to the measurement 

of baseline frequency at the soma, but the demonstration of changes in frequency with 

changes in voltage shown here and previously (7) demonstrate how synaptic input to 

different dendritic compartments can separately shift the frequency of subthreshold 

oscillations.  The morphology of stellate cells with multiple dendritic branches from the 

soma (see Fig. S1) may be ideal for the interaction of independent dendritic inputs. Note 

that this model of interactions of subthreshold membrane potential oscillations within 
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single neurons differs from the use of interactions between suprathreshold oscillations in 

a network model of grid cells with many similar mathematical properties (18). 

 

The simulations shown in Fig. 4 and Fig. S4-S5 demonstrate how different baseline 

frequencies of subthreshold oscillations give different grid field spacing, with high 

subthreshold oscillation frequencies resulting in smaller distances between grid fields, 

and lower subthreshold oscillation frequencies resulting in larger distances between grid 

fields.  This simulation used the Burgess and O’Keefe model with the following equation 

for subthreshold oscillations at the soma: 

 

(3) vs = cos(2 ft)  
 

Where f is the baseline frequency of subthreshold oscillations.  The pattern of 

interference in the model arises from shifts in subthreshold oscillations in three different 

dendritic compartments due to synaptic input from at least three head direction cells that 

are dependent upon the current heading of the rat.  For each dendrite d, these cause the 

following changes in frequency: 

 

(4) vd = cos(2 ( ft + Bs( ) cos( ( ) HD )
0

t

d ))  

 

Where f is the baseline frequency, s( ) is the speed of the rat as a function of time, ( ) is 

the direction of the rat as a function of time, and HD is the preferred direction for each of 

three different head direction cells. These oscillations are summed and the interaction 

from different dendrites is multiplied, after which a firing threshold is applied (in step 

function ) to obtain the resulting pattern of grid cell responses g. 

 

(5) g = [ (cos(2 ft) +
k

cos(2 ( ft + Bs( ) cos( ( ) HDk )d
0

t

)))] 

 

Modification of the Burgess and O’Keefe model 

For the simulations presented here, we found it necessary to make one modification to the 

initial Burgess and O’Keefe model (12).  In equation 4, the effect of speed s and head 

direction  on dendritic subthreshold oscillation frequency was altered to be proportional 

to the baseline frequency of subthreshold oscillations f.  Thus, equation 4 was modified to 

insert f, and change the scaling parameter  to H as follows: 

 

(6) vd = cos(2 ( ft + fBH s( ) cos( ( ) HD )d
0

t

))  

 

This modification results in a dependence of grid cell field spacing on subthreshold 

oscillation frequency f, as shown in Fig. 4 and Figs. S4, S5 and S7.  The model provides a 

direct functional link between the frequency of single cell subthreshold oscillations (f) 

recorded intracellularly in vitro and the grid cell spacing (G) for neurons in awake, 
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behaving animals. This link requires setting of a single parameter H based on a scaling 

factor H determined directly from our experimental results and those from the Moser 

laboratory (9-11). 

 

 

Mathematical analysis and setting of the parameter H 

The following mathematical analysis shows how the scaling factor H can be incorporated 

into the model to allow the model to generate correct grid cell spacing (G) based on 

subthreshold oscillation frequency (f). Mathematical analysis of the model shows how to 

set the parameter H, by deriving the dependence of the parameter H on the scaling 

factor H from the data.   

 

First we must analyze how parameters in the Burgess model will influence grid cell 

spacing G.  In the Burgess model, the distance between grid fields is determined by the 

interaction of individual dendrites with the soma, so we will first consider the periodicity 

of the interference pattern of a single individual oscillating dendrite with the soma. 

 

Consider the periodicity of this interaction as a rat moves at a constant speed s in the 

optimal tuning direction of one head direction cell, such that rat= HD.  In this case, the 

dendritic frequency fd takes the value: .  This frequency interacts with the soma 

frequency f.  The sum of two interacting sinusoidal waves with frequencies f1 and f2 

shows an interference pattern with an overall envelope with a frequency equal to the 

difference in frequencies f1-f2.  In acoustics, this is called the “beat” frequency, and is 

here labelled fb.  The difference in dendritic frequency f+f Hs and soma frequency f is 

just f Hs. 

 

This beat frequency fb=f Hs can be used to calculate the time period of an individual 

cycle, or Tb.  For temporal oscillations, Tb=1/ fb.  This time period can be quite large for 

frequencies that are close to each other.  This beat frequency can be considered a measure 

of the time between cycles of spiking activity of the cell.  Consider a rat starting in the 

center of a grid field, where the dendrite and soma are firing at the same phase, and the 

summed depolarization is sufficient to cause spiking activity.  As the rat moves, the speed 

causes a shift in dendritic frequency, and the difference in frequency between the dendrite 

and the soma causes a progressive phase difference reducing constructive interference 

and increasing destructive interference, which results in less depolarization on each cycle 

of oscillation and a cessation of firing. If we assume the rat is moving with constant 

speed s, then we can compute the distance the rat travels in the preferred direction of the 

head direction cell before the cell starts to fire again (when the frequencies start to show 

constructive interference and contribute to depolarizing the cell enough to bring it to 

firing threshold).  This distance b is simply the period of the interference cycle Tb times 

the speed s.  Thus, b =sTb.   

 

The distance covered between periods of constructive interference for an individual 

dendrite is not quite the grid cell spacing, because in the model the hexagonal pattern of 

grid fields results from multiple interacting dendrites.  The distance traversed during the 

period b corresponds to the height of an equilateral triangle (60 degree angles), whereas 
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the grid cell spacing G corresponds to the length of one side of the equilateral triangle.  

Thus, if we consider half of the equilateral triangle, we have a right triangle with one 

side b, one side G/2, and the hypotenuse of length G.  The trigonometric relationship 

G
2
=(G/2)

2
+

2
 yields .  This has been used in models of grid cell effects (19). 

 

We can now substitute for b and obtain the equation: .  Then, we can 

substitute for fb and obtain: .  Note that the speed value s cancels out in 

this equation, so that speed does not influence grid spacing G, and we obtain: 

.  The cancelling of speed is an important feature of the model for giving 

constant grid spacing G regardless of the movement speed of the rat, as shown in the 

simulations by Burgess (12,13) and our own simulations using both random trajectories 

and real data from the Moser laboratory (10).   

 

Using the equation: , we rearrange G and BH to show the dependence of 

BH on the experimental values, obtaining: 

 

(7)                

 

This equation clearly shows that computation of the value of BH necessary for the 

simulation requires computation of the value of fG derived from the experimental data.  

Therefore, we can insert our experimentally derived relationship H=fG into the equation, 

obtaining:   

 

(8)                   

 

Substituting H = 300 Hz-cm in the equation yields the value for the parameter   = 

0.00385. The units of BH are the reciprocal of the units of H, which can be re-arranged to 

give the reciprocal of speed times the scaling of grid units to subthreshold oscillation 

cycles (sec/cm)(grid units/cycles(mpo)). The value of BH derived directly from the 

experimentally determined scaling constant (H) was used in the simulations to test the 

simulated grid spacing (G) obtained for subthreshold oscillation frequencies (f) at 

different positions (z) along the dorsal to ventral axis.  As shown in Fig. 4 and in Fig. S4 

and Fig. S7, setting this single parameter in the model results in a remarkably consistent 

relationship between simulated data and real data values for the subthreshold oscillation 

frequencies (f) tested in the model and the grid cell spacing (G) generated by the model 

across the full range of values for both variables at different anatomical positions z along 

the dorsal to ventral extent of the entorhinal cortex. 

 

Simulations of subthreshold oscillation frequency and grid spacing 

The Burgess and O’Keefe model was used with the experimentally derived scaling factor 

H to simulate grid cell properties of entorhinal cortex neurons.  The pattern of 

interference between subthreshold oscillations due to input from head direction cells 

causes the characteristic properties of grid cell firing (Fig. 4).  Altering the baseline 

membrane oscillation frequency f to high frequencies to represent the properties of dorsal 

neurons found here causes grid cell firing with small distances between fields matching 
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the experimental data. Altering the baseline frequency f to low frequencies to represent 

properties of ventral neurons found here causes a grid cell firing pattern with larger 

distances between fields, again matching experimental data (11).  As quantified in Fig. 

S7, the model correctly matches experimental data on values of G at different anatomical 

positions z, when the baseline frequency f is set to the corresponding value of oscillation 

frequency at anatomical location z. 

 

Simulations were run using MATLAB, with firing threshold set at 1.8.  This script used 

the modified Burgess and O’Keefe model described above coupled with two methods of 

guiding the movement of the simulated rat. The rat movements can be generated by an 

algorithm using random movements with momentum, or they can be guided by the 

trajectory provided in experimental data by Hafting and Fyhn (10) available by download 

from the Moser laboratory at http://www.cbm.ntnu.no.  Simulation data is plotted in the 

same manner as the plots of experimental data by Hafting, Fyhn and Sargolini (9-11), 

using plots of spike firing in red relative to the rat trajectory in gray, and also plotting the 

occupancy normalized Gaussian smoothed density of spiking across the environment 

with maximal rate plotted in red and firing rate of zero plotted in blue. 

 

The grid cell simulations effectively demonstrate the pattern of grid cell firing and the 

dependence of grid field spacing on membrane potential oscillation frequency with both 

the experimental trajectory, used for simulations in Fig. 4, and with the random 

trajectory, used for simulations with a range of different oscillation frequencies shown in 

Fig. S4A.  Our plots of the simulation data used the presentation format used in 

experimental work. For comparison with the real data, the same types of plots are 

presented in Fig. S4B for the experimental data on the Moser laboratory web site (10). As 

noted in Equation 6 above, the Burgess model was altered in one way by including 

dependence of the change in dendrite oscillation on magnitude of subthreshold 

oscillations.  For example, for movement in the preferred direction of that dendrite, this 

means that the change fBs is proportional to the baseline frequency.  For a speed of 25 

cm/sec, a baseline frequency of 6 Hz will be pushed up to 6.58 Hz, whereas for a baseline 

frequency of 3 Hz, it will be increased to 3.29 Hz.  The fact that the shift is proportional 

to baseline frequency may be consistent with the larger increase in frequency at -45 mV 

relative to  -50 mV seen for higher frequencies in dorsal neurons in Fig. 1C.   

 

The simulation is completely robust to high variation in movement direction and speed, 

consistently showing localized patterns of grid field firing.  To make this clearer, Fig. S5 

shows the pattern of grid cell firing with red dots on the trajectory after different periods 

of exploration.  Similar to previously published data in Fig. 6A of (10), the simulation 

shows clear grid cell firing fields even for the initial 40 seconds of running trajectory 

(2000 steps), which fits with the grid pattern seen over the subsequent 7 minutes (24000 

steps).   

 

In this model, the interference between subthreshold oscillations provides a continuous 

update of spatial location based on continuous heading direction and speed.  However, 

the same property of quantal interference patterns from continuous changes in 

subthreshold frequency may be a general neural mechanism for coding and updating 
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other continuous dimensions, including time. This could allow coding of associations 

between particular time intervals and sensory input, possibly from lateral entorhinal 

cortex (20), which could be utilized in encoding of sequences for episodic memory (21). 

This work suggests that important properties of neural processing may arise from 

synaptic inputs regulating interference between intrinsic oscillatory mechanisms in 

different parts of a neuron. 
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Fig. S1:  Examples of biocytin staining of individual neurons tested for this study in layer 

II of medial entorhinal cortex.  A-F:  Examples of cells with stellate morphology from 

different distances (mm) along the dorsal to ventral axis (numbers provided are mm from 

dorsal surface).  For each cell, the right side shows the location of the cell in layer II of 

medial entorhinal cortex indicated by the black arrow.  On the left side the cell 

morphology is shown at higher magnification.  G:  Example of a cell with a non-stellate, 

pyramidal-like morphology. 
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Fig. S2:  Neurons show higher frequency of subthreshold oscillations in dorsal entorhinal 

cortex and lower frequency of subthreshold oscillations in ventral entorhinal cortex, as 

computed from the power spectra of neuronal responses.  A.  Mean frequency of 

subthreshold oscillations for dorsal (3.8  4.9 mm Bregma) and ventral (4.9  7.1 mm 

Bregma) as determined by the power spectra analysis at approximately 50 mV and 45 

mV.  B. Frequency of subthreshold oscillations from dorsal and ventral portions of 

medial entorhinal cortex compared to the average membrane potential during 

subthreshold oscillations.  C. Scatter plot of the subthreshold oscillation frequency of 

neurons (determined by power spectra) plotted in relation to the distance of the slice from 

the dorsal surface of the brain.  Note the decrease in frequency from dorsal to ventral 

entorhinal cortex.  Although the mean oscillation measurement with the power spectra 

was lower compared to the mean oscillation measurement with the autocorrelation for 

both dorsal and ventral cells, the dorsal cells were proportionally faster than the ventral 

cells in a similar manner for both sets of data (Autocorrelation at 50 mV = 1.53 times 

faster; Power spectra at 50 mV = 1.43 times faster; Autocorrelation at 45 mV = 1.47 

times faster; Power spectra at 45 mV = 1.47 times faster. 
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Fig. S3:  A. Frequency of subthreshold oscillations, as determined by the autocorrelation 

analysis, plotted relative to the average membrane potential during the oscillation.  More 

depolarized membrane potentials show high oscillation frequency.  B.  Comparison of 

oscillation frequency from dorsal and ventral slices taken from individual rats with rat 

number plotted on the x axis and frequency on the y axis.  Notice that the ventral versus 

dorsal difference appeared consistently within separate individual rats on different days.  

C. Frequency of subthreshold oscillation at 50 mV, as determined by the autocorrelation 

analysis, compared to firing threshold of the cell.  There is no systematic relationship 

between frequency of subthreshold oscillations and firing threshold.   D. Frequency of 

subthreshold oscillation at 50 mV, as determined by the autocorrelation analysis, 

compared to the resting potential of the cell.  There is no systematic relationship between 

frequency and resting membrane potential.  E.  Input resistance compared to subthreshold 

oscillation frequency.  There is no systematic change in frequency with input resistance.  
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Fig. S4: 

A. Simulated pattern of firing for different simulated grid cells with different intrinsic 

subthreshold oscillation frequencies during random exploration of the circular 

environment.  For each pair of plots, the frequency of subthreshold membrane potential 

oscillations is marked, ranging from 3 Hz to 7 Hz.  For each frequency, the plot on the 

left shows the random trajectory in gray and the location of simulated rat when spikes 

were generated in red.  The plot on the right shows the Gaussian smoothed, occupancy 

normalized density of spiking.  As can be seen, low frequencies of intrinsic oscillations 

result in large distances between grid cells (large grid spacing) and fewer grid fields in 

the environment, while high frequencies of membrane potential oscillations result in 

smaller distances between grid cells (small grid spacing) and more grid fields in the same 

area.  B. Example of grid cell firing properties as described by Hafting and Fyhn in the 

Moser laboratory (10). The distribution of spike location and spike density in the 

experimental data resembles that seen in the simulation output. 
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Fig. S5: 

Demonstration of the firing activity of a simulated grid cell over time as a simulated rat 

follows the trajectory obtained from experimental data made available from the Moser 

laboratory (10).  Each figure on the left shows the trajectory up to that point in gray, and 

the individual spikes in red plotted at the location of the virtual rat when threshold was 

crossed.  Activity is shown after a different number of time steps (each step is 20 ms, so 

that 2000 steps = 40 seconds).  Note that the spiking occurs in the correct grid field 

locations regardless of the trajectory of the rat during the intervening time.  During 22000 

time steps (440 secs), the spiking activity has appeared in a full grid pattern.  The plots on 

the right show the occupancy normalized Gaussian smoothed average of spiking density 

at each time point. 
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Fig. S6: 

Value of the experimentally derived scaling factor (H) based on experimental data. The 

value of fG = H (Hz-cm) at different anatomical positions z was determined by 

multiplication of the experimentally determined values from our data on subthreshold 

oscillation frequency f (in Hz) and the data on grid cell spacing G (in cm) estimated from 

previous work (11).  The data points f and G were determined from the value of the linear 

regression line at anatomical position z. The same data on H is plotted in relation to the 

three values z, f and G used to compute each data point. A.  Plot of the values of H (Hz-

cm) in relation to the anatomical position z from which f and G were obtained.  B.  Plot of 

the values of H in relation to the frequency f (Hz) used for each point.  C.  Plot of the 

values of H in relation to the grid spacing G (cm) used for each point. 

 

Values of the data estimated from regression lines were as follows: 

 

 Position z (mm) 4.1 4.3 4.5 4.8 5.2 5.4 

Frequency f (Hz) 7.38 6.48 5.77 4.96 4.23 3.87 

Grid spacing G (cm) 40.1 46.1 52.1 61.1 72.2 79.1 

H (Hz*cm) 296 299 301 303 305 306 
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Fig. S7: 

The simulation of the Burgess model shows correct scaling of subthreshold oscillation 

frequency to grid field spacing, due to use of the experimentally determined value of 

.  For the oscillation frequency (f) at a particular position z, the model 

correctly replicates the grid cell spacing found with in vivo recording at that particular 

position z (11). A. Plot of grid spacing G (cm) produced by simulations. G is plotted 

relative to the anatomical position z (in mm from dorsal surface) of the data used for 

setting the frequency f in the model. B. Reproduction of the figure showing plot of 

experimentally determined grid spacing G estimated from the data versus anatomical 

position z of recorded cells (11). Note that the experimental data plot uses z in microns 

(not mm) starting from the border of postrhinal cortex. C. Grid spacing G (cm) produced 

by each simulation plotted relative to the frequency (f) used for each simulation. D. 

Estimated grid cell spacing G from experimental data at specific anatomical positions 

(11) plotted relative to the estimated membrane potential oscillation frequency (f) 

obtained at the corresponding anatomical position in the slice data presented here. 
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