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1 Supplementary Methods

1.1 Rule-based compilation of allosteric models

The aim of this section is to specify ANC's rulesbd modelling framework in sufficient detail sotthiae reader
can infer the set of biochemical equations andsrateich ANC generates given a model.

1.1.1  Constituents of an ANC model

An ANC model comprises a set of components, a &stractures, a set of rules, and a set of init@hditions.
Auxiliary modelling constructs also allow the uger specify input waveforms, network readouts, aadious
options. These auxiliary constructs are fully dssmd in the ANC User Manual available online
(http://swainlab.ed.ac.uk/anc).

1.1.1.1 Components

An ANC model comprises a set of named, typed angsadle components which are used to build strastui
component’s type determines its role within a streeeand which class of biochemical reactions applhy. Table 1
lists each type of component, its graphical synamal associated attributes.
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Table 1: Component typesand attributes.

Type | Graphical symbol

| Attributes

Notes

Interaction sites

Binding site

name@

name

Participates in reversible binding reactions. Tt
binding site’s name must distinguish it from
other interaction sites.

Catalytic site

name

name

Acts as the catalytic site in enzyme reactions.
The catalytic site’s name must distinguish it
from other interaction sites.

Modification site

name

name

Acts as the substrate in enzyme reactions. Th
modification site’s name must distinguish it
from other interaction sites.

Hierarchical components

Hierarchical component

name A

name

A modular element, is used to “contain” other
components in a structure, and can be compg

to create modular structures. Each hierarchical

site has a unique name to distinguish it from
other hierarchical or allosteric components.

Allosteric component

R_state_label

! —T_state_label
name

name,
R_state label,
T _state_label,
k_RT,

kTR

Dual role as a hierarchical and allosteric
component capable of adopting one of two
allosteric states. Each allosteric component h
unique name to distinguish it from other
hierarchical or allosteric components. The oth
attributes, which may optionally be included in
the graphical symbol, are labels for the refere
state and the non-reference state (defaultirg) {
andT), and baseline allosteric transition rate
constants.

ne

sed

aS a

nce

o
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1.1.1.2 Structures

An ANC model comprises a set of named structurassi#own in the example of Figure 1, an ANC-strucisra
named, labelled and partially directed graph cosipgi a set of nhodes and edges linking the nodesh Bade is
associated with a component, whose graphical symshaed when drawing the structure. Nodes ardléaheand
therefore distinguishable, by the name and typéheir associated components. Through the assaciafi®@ach
node with a component, a structure models the ioelship between the components of biomoleculess (thi
association also allows us to use the terms “nadef “component” interchangeably in most contexigjges,
which may be directed, are labelled and distinqalisd according to the edge type and (for allosteoigplings)
interaction parameters. Table 2 describes each aypige used to build a structure. Nodes and edgesot
necessarily unique — indeed, multiple nodes mawpdsociated with the same component to model, famele,
identical binding sites or subunits.

Figure 1. Example structure. This structure models a hypothetical protein He Blructure’s name is underlined to distinguish
it from the names of its components. Protein H tvas allosteric domainse and B, undergoing sequential transitions. The
modifiers of domair are a ligand binding siteAa phosphorylation site Y, and the conformatistate of domaiif. Domainf

is regulated by a binding site,Aand by the state of the domainThe allosteric coupling betweenandp subunits consists of
two directed edges because, while thermodynamipsdes that the regulatory factoy, is the same in both directions, tibe
values characterizing the effect of each subundisformational state on the other’s transition fosecan be different.

Page 4 of 42



Table 2: Structure edges.

Type Graphical L abel Notes
symbol
Edges
Containment edge None A containment edge cantlmniyrawn from a hierarchical (g
— allosteric) node, but can point to any other ngghe t
Binding edge None A binding edge can only be draetween two interaction
sites, and represents a non-covalent bond betvaesn sites.
Allosteric coupling edge @ or When drawn pointing to an allosteric node, meansttie
(from modifier to allosteric| sassssssp I, & other node acts as a modifier of the allosteriasitaon with
node). the indicatedb-value and (if appropriate) regulatory factor
If this modifier is an interaction site, the lalbeimprises only
a®-value, since in this cageis not a static value but depen
on the differential affinity of the ligand occupgithe binding
site. If the modifier is a modification site or aher allosteric
component, then the edge is labelled with Hoend®.
Allosteric coupling edge None When drawn from an allosteric node to arraution site,
(from allosteric node to CEYEERYE 2 means that the interaction site can “see” the qomdtional

interaction site).

state of the allosteric node.

Allosteric coupling

Given that allosteric couplings necessarily camgairs, for
convenience each pair of directed edges may bendaava
single undirected edge, as we have done in the ragirand

=

elsewhere.

Page 5 of 42



1.1.1.3 Structure Instances

A user-defined structure can kestantiatedto create astructure instanceA structure instance is a copy of the
instantiated structure to which state informatisrannotated. As illustrated in Figure 2, this aatioh consists of
appending relevant state information (if any) te kibel of each component-associated node.

Structure instances are created when a model tiglinéd with initial conditions prior to compilat. During
compilation, new structures and structure instamresdynamically created as needed to represedtugi® of the
biochemical reactions implied by the model. Gengrapeaking, structures embody the static, non-giman
attributes of a biomolecule which are common tatalinstances, while instances capture state nmdition that may
change with time and as a result of a reaction.

Figure 2 Structure instantiation. A structure instance nameddd of structure H is created by copying the structdrand
incorporating relevant state information (dotted oircles) to the labelling of each node. Duringtamtiation, the state of each
allosteric node becomes one of the allosteric $tdtels defined by the user (in this case, R offip state of modification sites
becomes either 0 (open circle) or 1 (filled circl&) interaction sites also inherit the conforneatal state of any allosteric nodes
to which they are coupled. For simplicity, we halrawn the pair of directed allosteric coupling eslgennecting. andp as a
single undirected edge, despite the ambiguity dtmb-value “points to” which subunit.

1.1.1.4 Initial Conditions

An ANC model also comprises a set of initial coidis. Each initial condition specifies the followgiinformation:

i) the name of a structure
i) the state of each component in the structure and
iii) the initial concentration of the instance (repréisgna particular chemical species).

During initialization of the model, initial condiths are used tmstantiatethe associated structures, creating an
initial set of seed structure instances to whidkctien rules are iteratively applied to generateaction network.
The initial concentration specified does not affeetwork generation but does affect simulation ltesu
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1.1.1.5 Rules

An ANC model comprises a set of rules which are@e (either explicitly or implicitly) from threer@-defined
templates, namely a binding rule template, a conateodification rule template, and an allosterangition rule
template (Figure 3). Thus, an ANC model contaimsitifiormation required to creaitgstancef the rule templates.
Each rule instance is a copy of a rule templatespatifies additional information such as the name state of the
components involved and rate constants.

Instances of binding and modification rules (Fig@# and 3B) are explicitly created by the modelisimg ANC
language constructs. Each binding or covalent neadibn rule instance comprises an associationingance and
a dissociation rule instance. Additionally, the alent modification rule instance comprises a produle instance.
These 3 types oflementary rule instancemre used as generators to create binding and etizyreactions in a
biochemical reaction network.

In contrast to the explicit creation of bindingeuhstances, an instance of the allosteric tramsitule template
(Figure 3C) is automatically created for each #los component in a model, without the modelleplieily
requesting it. Each allosteric transition rule am&te comprises an elementary rule instance fotrémsition from
the component’s reference state to its non-referestate, and a second elementary rule instancthéoopposite
transition. These elementary rule instances arel asegenerators to create allosteric transitions ireaction
network.

A Binding Rule Template

LE_state; i0,S_state::f rate | E_state ,S_state
FL] s .
---------- ' nendenany - ST
1E_name'; 1 S_name. \b_rate; E_name S_name
E_state S_state E_state 7,S_state
_: _____ + =
E_name S_name 1 Pra te 1 E_name S_name

C  Allosteric Transition Rule Template

R_state_label: = -----fiz] T_state_fabel;
A ==y fname)
1 name N +name ¢

k = k'/'/eiH r;
...... i
Figure 3: Binding, covalent modification, and allosteric transition rule templates. Rule instances are created from one of
three pre-defined templates: a binding rule teneplatmodification rule template, and an alloste@asition template(A) The
binding rule template comprises two elementarysiuleo create binding rule instances, the modeli@pkes the information
required by the template (dotted red boxes): theenaf each interaction site and biochemical ratestamts. The modeller may
also, if desired, specify the state of each int@acsite: either the modification state, the confational state or bott{B) The
covalent modification rule template is similar ke thinding rule template but comprises a third eletary rule corresponding to
the product reaction of the Michaelis-Menten meddran The product rule specifies that the modifimatstate of the substrate
S_namgrepresented by a grey dot) is flipped in the paidf the reaction (grey dot with an overbar). cFeate modification
rules instances the modeller supplies interactitmreames, interaction site states, and biochematak. Specifying the state of
the substrate site prior to modification definesatMype of enzyme is involved (e.g. if 0, a kinasel if 1, a phosphatas€)
The allosteric transition rule template comprisksnentary rules for the transition to and from thé&rence conformational
state. The template includes a built-in formula d¢afculating allosteric transition rates given thlmodifiers are present in a
particular case. ANC automatically creates an imcstaof the allosteric transition rule template dach allosteric component in a
model, obtaining from the component’s attributethtdabels for the reference and non-referencestatedefaultR andT) and
baseline allosteric transition rates.
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1.1.2  Biochemical network generation

ANC's iterative algorithm uses elementary rule amstes to generate a biochemical reaction netwarldd'so, the
algorithm matches the left-hand side (LHS) of eatdmentary rule against all the structure instarioethe
network. A match is conditioned by a componentjgetyname and state as specified in a rule, butdsgs of
which structure contains the components of the (#H8ugh additionahd hocmatching conditions can be specified
— c.f. the ANC User Manual). A rule instance maytehaa structure instance multiple times if the cute contains
multiple copies of a component matched by the suld!S. Each distinct match generates a biochemézadtion
and new structures and structure instances areedrearepresent the products of the reaction (sagch complex of
two structures), as appropriate. In a subsequerdtibn, the compilation algorithm can match thieswagainst the
newly created products, compiling new biochemiealktions until a stopping condition is reached.

1.1.2.1 Generation of a binding reaction
Figure 4 illustrates how a binding rule instancased to generate a reversible binding reaction.

>

Rule instance

match LHS of match LHS of generates a
association rule dissociation rule binding reaction

A, e,
ko, xS an/

Ay
T

AN _

kf.
o .0 = OO
X Ay kb, X Ay

Figure 4: Using a binding rule instance to generate a reversible binding reaction. We suppose that the reaction network
already contains structure instances X angrlfepresenting a ligand and a protein. As a paisdtstructures are checked against
the rule instances in the model to see whethemdiry reaction can be generated. Two binding mfainces exist for the
reversible binding of interaction sites X ang.Adowever, only one of them correctly matches thesteric state of & (green
dotted circles and arrows). The elementary ruléamse for association guides the construction ofew@ structure instance
representing the protein-ligand complex, and geasra bi-molecular association reaction with the @nstankizx. After
comparing the new structure instance with thoseadly existing in the reaction network to avoid wassary duplications, the
new product structure is assigned a unique namg,Xt a later time, the compilation algorithm matshbe complex against
the elementary dissociation rule instance (orargted circle and arrow), and generates the dissoniaeaction with the rate
kbrx specified by the rule.
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1.1.2.2 Generation of a covalent modification reaction

Figure 5 illustrates how a modification rule ingtarns used to generate a Michaelis-Menten reaction.

Im

Kf,
+ EYR
kbEYR
E} E
E
E Kpeyr E ‘
S Rule instance
+ generates a
modification
ED E reaction
((2)_, R kfeyg .:é).! R
+ —_— |
“E/ Y kbeyr -E’ Y
OR" Kpeyr o R
T —_— +
E Y E Y

Figure 5: Using a modification rule instance to generate an enzymatic reaction. We suppose that the reaction network
already contains structure instances E aggl Ifepresenting a kinase and a protein having a [plooglation site Y. As a pair,
these structures are checked against the rulentesan the model to see whether a modificationtima can be generated. The
interaction sites E and Y (the latter in an unmedifstate andR conformation) match the association rule instasaraprised by
the modification rule (green dotted circles). THengentary rule instance for association guides dbestruction of a new
structure instance representing the enzyme-substatplex, and generates a bi-molecular associagiaction with the rate
constantkfzyg After comparing the new structure instance witlose already existing in the reaction network t@icv
unnecessary duplications, the new product struétuassigned a unique name dgiH Next, the compilation algorithm matches
the complex against the elementary dissociatiom indtance (orange dotted circles), and generagegissociation reaction with
the ratekbery Specified by the rule. Finally, the compilatioma@ilithm also matches the enzyme-substrate compainst the
elementary product rule instance (blue dotted efchnd generates a product reaction with kptgy. After checking that the
structure instance doesn't already exist in thevagk, the phosphorylated product is assigned tineentd; z+.
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1.1.2.3 Generation of allosteric transitions

Figure 6 illustrates how the allosteric transitiafsthe o subunit of protein H are generated when the protei
bound to ligand X and given the state of the otdmanponents of the protein.

Rule instance

N generates an
o ®, allosteric transition
b=k [T i
i=1

_ K [ Kby

Fy=o— & (7
ZE S
iy ‘a

N
, o
kTR:kTRHFi' 1
i=1

Figure 6: Using an allosteric transition ruleinstance to generate an allosteric reaction. We suppose that the reaction network
already contains the structure instance for thenligprotein complex Xkit, whoseo subunit is in stat® The name and state of
the component matches the LHS of the elementanstalic transition rule (dotted green circles) audthe compilation
algorithm generates an allosteric transition todpposite state. The algorithm creates a new strei¢ghstance and, assuming it
doesn't already exist in the network, assignsetiame XH;t. To compute the transition rate constigt, the baseline rate of
the transitionkgr is multiplied by a factor corresponding to eachdifier affecting the transition (red dashed linds).this
particular case, there ake=3 modifiers since the interaction site Y is maatiffi(black dot), th@ subunit is in its non-reference
conformational stat&, and since the binding sitexAs occupied by ligand X. The regulatory factorsl @rvalues are obtained
from the labelling of the allosteric coupling edgéshe modifiers, except in the case of the ligahtbr which the regulatory
factor 'y is the differential affinity of the ligand X to ela conformational state. As showriy is calculated from the rate
constants of the binding rules shown in Figure uhsgquently, the compiler matches the new strudhstance XH;r against
the T-R elementary rule (blue dotted circles), createsrtherse allosteric transition and calculates #ite constankg
according to the prescribed formula.
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1.1.3  Examplesof network generation

The aim of this section is to demonstrate, throsgme concrete examples, how the rule-based frankedescribed
above is used to generate a model’s reaction netwoeach example, a figure gives the structuresrales of the
model (which the modeller creates in a textual faising ANC language constructs), and a diagranh@féaction
network implied by the model. Also, each exampls adable that lists every reaction generated éyctmpilation
algorithm, the reaction’s rate constant, and tHe mstance that generated it. References to ealehimstance
specify which elementary rule was used: for bindinlps f=association, b=dissociation; for allosteransitions
f=transition from reference state, b=transitionréference state. Allosteric transition rate coristame calculated
according to the prescription of the template with indicated number of modifiers.

Note that to improve legibility, the names of theusture instances given here (e.g. ¥\ may differ from the
names actually generated by ANC. Also, the spedfider in which reactions are listed (and in whioéw
structures are generated) may not be identicdigmtder in which the compilation algorithm genesathem, both
for clarity and because future updates and impr@remto the implementation of the algorithm mayngeathis
order. However, each complete reaction networkdistere is identical to that generated by ANC.
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1.1.3.1 Model of a divalent adaptor protein

The first example is a model of generic, divaletdor protein A interacting with two ligands X aWdAs shown
in Figure 7A and 7B, the model comprises threecttines and 4 binding rule instances. Table 3 shuovs the
compilation algorithm applies these rules to crélagereaction network shown in Figure 7C.

Note that this model is isomorphic to the “naivetrh of the cubic ternary complex model of a GPCRBwshin
Figure 5 of the main text.

A Adaptor Protein Structures C Reaction Network
X A Y

- - - RTrxrv

XAY ——Jp XA;Y
y / /

N A W

XA,

B  Adaptor Protein Rules

R Ky R
OO = OO0
T kaXA T
R2: Ax@ * x@ kb, Ax@_x@
I N N T W
R3: AV\/ y\/ kb, AV\/ YU
o-68% 66
R4 a) Y kb, A Y

N
krr=kgr H 1—;?,

R i=1 T
At AA = AA

N
, .
kn=kn 1T
i=1

Figure 7. ANC modéd of a generic, divalent adaptor protein. A) The model comprises 3 structures named X, A andhch
are instantiated with initial conditions (not shgwR) The binding rule instances R1-R4 are explicitlfirted in the model. The
allosteric transition rule instance Al is autormaticgenerated by ANC for the allosteric compon@&@jtAfter application of the
rules, a biochemical reaction network arises whighrepresent as a cube whose vertices correspathe ® possible states of
the adaptor protein. The edges represent reversdnisitions and we have annotated the equilibemstantKgt = Kr1/ kg,
KRX = kfol kbRXv KTX = kaxl kb]'x, KRY: kfRy/ kbRy, KTY = kayl kb]'y and the regulatory faCtOI"S< = KTX / KRX andr\( = KTY/ KRY-
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Table 3: Network generation for a model of a generic, divalent adaptor protein.

This table illustrates how the rule instances iguré 7 are used by the iterative compilation atparito generate
binding and allosteric reactions, using the ratestants associated with each rule instance, aratilmgenew
structure instances as needed.

Rule applied Reaction Rate constant New species | Notes

added to

networ k
Initialization A X, Y We assume the model defines initial condisidor

these structure instances (i.e. species).

AlL(f) Ar—A7 Krt Ar A is unligated, so there are no modifiers (N=0).
Al(b) Ar—AR Krr - A is unligated, so there are no modifiers (N=0).
R1(f) Ar+X—XAR kfrx XARr Association of A and X creates complex XA
R1(b) XAz—AR+X kbrx — Dissociation of A and X.
R2(f) ArtX—XA+ kfrx XA+ Association of A and X creates complex XA
R2(b) XA —AT+X kbrx — Dissociation of Aand X.
R3(f) Ar+Y—ARY kfry ARY Association of A and Y creates complexzX.
R3(b) ARY - AR+Y kbry — Dissociation of Aand Y.
RA4(f) ArtY —ATY kfry ArY Association of A and Y creates complex;X.
R4(b) AY -A+Y kbry — Dissociation of Aand Y.
R1(f) ARY+X—-XARY | kfrx XARY Association of AY and X creates complex X&.
R1(b) XARY -ARY+X | kbrx — Dissociation of AY and X.
R2(f) ArY+X—-XATY | kfrx XATY Association of AY and X creates complex XA
R2(b) XATY —-ATY+X | kbyy — Dissociation of AY and X.
R3(f) XAr+Y —->XARY | kfgy — Association of XA and Y creates complex XX.
R3(b) XARY -5 XAgr+Y | kbgry — Dissociation of XA and Y.
R4(f) XAT+Y—-XALY | kfry — Association of XA and Y creates complex XX.
R4(b) XATY - XA+Y | kbry — Dissociation of XAand Y.
AL(f) XAr— XAt Ker (M) ) - N=1 andl'y = (kfrx/ kbry)/(kfzx / Kbry)-
Al(b) XAr—XARr K (M )7 -
Al(f) ARY—>ATY kRT(rY)Q)V - N=1 andry = (kayl kb'ry)/(kfRyl kbRy)
Al(b) ArY —ARY K (M) -
AL(f) XARY ->XALY Ker (M, ) ¥ (F,)® - N=2.
AL(b) XATY 2XARY [ k(M) ()™ | =
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1.1.3.2 Concerted allosteric model of a tetramer

This example is a model of a tetrameric proteinithwa 4-fold axis of symmetry that undergoes cotezkallosteric
transitions and binds ligand L through 4 identibatding sites. As shown in Figure 8A and 8B, thedel
comprises two structures and 2 binding rule insganable 4 explains how the compilation algoridpplies these
rules to create the reaction network shown in E@QRC.

A  Concerted Model Structures B Concerted Model Rules

kf R
- O= 00
. ~
R1: g L kbg LB L
Kfp, T
CrO0= .00
AT T L 1 R2: g L kbr, LB L

N
kRT=kRTH F:p'
i=1

R T
) S
N\ A

N

k;‘R= kTRH F?ﬁl
i=1

L

a

—-

C Reaction network

1
T K=kl 4y,

3 2
K =3k g, 12 kb, 3K =20 w13 kh[q,»\ o~
{

e AKy =4kfy lkby 3 3

R <> <> 2L 4—
N /\J\ . L [-¥/\J\ NZ
Ky Kyr(Ty) Kur(T,) KT, KT,
() () 0|0
T < > < R » °°
3 2 1
4Ky =4 kf 1y Kby, EKTL:3kaL/2 kbyy SKTL:ZkaL/:; kby, ZKTL:kaL/“kbrL

Figure 8: Concerted allosteric model of atetrameric protein. A) The model comprises 2 structures named L and kthndre

instantiated with initial conditions (not showrB) The binding rule instances R1-R2 are explicitlfirtged in the model. The
allosteric transition rule instance Al is automatic generated by ANC for the allosteric componéhtC) Through the
application of the rules, a biochemical reactiotwoek is generated in which 5 occupancy statest ésiseach conformation of
the protein. The affinity of each conformation b&ttetramer to the ligand changes according to imamy binding sites are
occupied, and the allosteric equilibrium constanalso a function of the occupancy state. Howether affinity of a particular
subunit remains independent of the occupancy daliges represent reversible transitions and we aanetated the equilibrium
COnStantKRT = kRT/ kTRv KRL = kfRL/ kh:u_, KTL = kaL / kbﬂ_, and the regulatory faCtdn‘_ = KTL / KRL-
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Table 4: Network generation for a concerted allosteric model of a tetramer.

This table illustrates how the rule instances iguré 8 are used by the iterative compilation atbarito generate
binding and allosteric reactions, using the ratestants associated with each rule instance, aratilogenew

structure instances as needed.

Rule applied Reaction Rate constant New species | Notes
added to
networ k
Initialization Hk, L We assume the model defines initial conditifors
these structure instances (i.e. species).
AL(f) Hg—Hr Krt Hr H is unligated, so there are no modifiers (N=0).
Al(b) Hr—Hg krr — H is unligated, so there are no modifiers (N=0).
R1(f) Hg+L—HgL kfrL HgL Association of i, and L creates kL.
R1(f) Hg+L—HgL kfrL 2" match for association rule.
R1(f) Hg+L—HgL kfrL 3% match for association rule.
R1(f) Hg+L—HgL kfrL 4™ match for association rule.
R1(b) HL—Hg+L kbgL — Dissociation of Hand L.
R2(f) H+L—HyL kfr H.L Association of B and L creates H.
R2(f) Hi+L—H:L kfr 2" match for association rule.
R2(f) Hi+L—H:L kfr 3% match for association rule.
R2(f) Hr+L—H+L kfr 4™ match for association rule.
R2(b) HL—H+L kbr, - Dissociation of Hand L.
R1(f) HgL+L—HgL, kfrL HgL> Association of | L and L creates kL ..
R1(f) HeL+L—Hgl, | kfp, 2" match for association rule.
R1(f) HeL+L—HglL, | kfpe 3% match for association rule.
R1(b) HL,—HgL+L kbgrL — Dissociation of Hand L.
R1(b) HL,—HgL+L kbgrL — 2% match for dissociation rule.
R2(f) HiL+L—H+L, kfr, HL, Association of H L and L creates H.,.
R2(f) Hil+L—Hil, | kfp 2" match for association rule.
R2(f) Hil+L—Hil, | kfp 3% match for association rule.
R2(b) HrL,—H7L+L kb, — Dissociation of Hand L.
R2(b) HrL,—H7L+L kb, — 2 match for dissociation rule.
R1(f) HgL,+L—HgL3 kfrL HglL3 Association of | L, and L creates kl_s.
R1(f) HelL+L—Hgls | kfp, 2" match for association rule.
R1(b) HLz—HgL+L kbgL — Dissociation of Hand L.
R1(b) HLs—HgL+L kbgL — 2% match for dissociation rule.
R1(b) HLs—HgL+L kbgL — 3% match for dissociation rule.
R2(f) HiL,+L—HLs | kg H:Ls Association of H L, and L creates H.s.
R2(f) Hrlo+tL—Hils | kfr 2" match for association rule.
R2(b) HrLz—HL+L kb, — Dissociation of Hand L.
R2(b) HrLz—HL+L kb, — 2% match for dissociation rule.
R2(b) HrLz—HL+L kb, — 3% match for dissociation rule.
R1(f) HgLs+L—HgL,s | kfgL HgL4 Association of | L; and L creates kL ,.
R1(b) HL,—HgLs+L kbgL — Dissociation of Hand L.
R1(b) HL,—HgLs+L kbgL — 2% match for dissociation rule.
R1(b) HL,—HgLs+L kbgL — 3% match for dissociation rule.
R1(b) HL,—HgLs+L | kbg, - 4" match for dissociation rule.
R2(f) Hrlg+L—Hl, | kit Hrl,4 Association of H L; and L creates HL,.
R2(b) HrL,—HLg+L kb, — Dissociation of Hand L.
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R2(b) HL,—H:Ls+L kb, 2% match for dissociation rule.
R2(b) HL,—H:Ls+L kb, 3% match for dissociation rule.
R2(b) HL,—H:Ls+L kb, 4" match for dissociation rule.
A1(f) HgL — HyL Ker (M) N=1 andl', = (kfr_ / kb )/(kfr. / kbgy).
Al(b) HiL — HgL k(M )™

Al(f) HrLz — Hrlo Keer (7 )20 N=2.

Al(b) HrL, — HgL> KT )2

AlL(f) Hrls — Hrls Ker (F )22 N=3.

Al(b) Hrls — HgLs K (T )%™

AL(f) HrLs — Hyl,4 Ker ()" N=4.

Al(b) HiL, — HgL4 Kpg(M, ) @™
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1.1.3.3 Quatrtic ternary complex model of a G protein-codpleceptor

This example is the quaternary complex model of BREtivation which is discussed in the main texthis article
(see Figure 5). As shown in Figure 9A and 9B, tlreleh comprises 3 structures and 8 binding ruleaimsts. Table
5 explains how the compilation algorithm appliessti rules to create the reaction network shownguaré 9C.

A QTC Model Structures C QTC Model Reaction Network
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Figure 9: Quartic ternary complex model of a GPCR. A) The model comprises 3 structures named L, G andhich are
instantiated with initial conditions (not shown)& receptor structure R comprises an extracelllitggmnd-binding domain ED
and an intracellular, G protein-binding domain A% shown, the domains are allosterically coupletthwégulatory factof and
we have annotated allosteric equilibrium const&@stL andKactG. For simplicity, the effect of all modifiers on thoallosteric
transitions parameterized by the saim®alue.B) The binding rule instances R1-R8 are explicitlyirted in the model. Rules
R1-R4 describe the binding of L to each of the Afoomational states of R. Likewise, R5-R8 desctlebinding of G to the 4
conformational states of R. The allosteric trapsitrule instances A1l and A2 are automatically geteer by ANC when the
allosteric components ED and ID are defined. Tocaithparison with previously published models of GP&ttivity and with
the reaction network in panel C, we show equilibriconstants (shaded gray) as well as rate congtaitiisthe understanding
that the modeller actually supplies rat€3.Through the application of the rules, a biocheinieaction network is generated in
which the GPCR has 16 possible ligation and condtional states. Edges represent reversible transitind we have annotated
equilibrium constants. For simplicity, only oget transition is shown.
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Table 5: Network generation for the quartic ternary complex model of a GPCR.

This table illustrates how the rule instances iguré 9 are used by the iterative compilation atbarito generate
binding and allosteric reactions, using the ratestants associated with each rule instance, aratimgenew

structure instances as needed.

Rule applied Reaction Rate constant New Notes
species
added to
network
Initialization R L, We assume the model defines initial
G conditions for these structure instances
(i.e. species).
AL(f) Ri— R Kst Ri R is unligated, so there are no modifierg
(N=0).
Al(b) Ri—Ri Kis - R is unligated, so there are no modifierg
(N=0).
A2(f) Rs—Rsa Kia Rsa R is unligated, so there are no modifierg
(N=0).
A2(b) R.:—Ri Kai - R is unligated, so there are no modifierg
(N=0).
AL(f) Rs:—Ria k(M )® Ria ID subunit in state modifies ED
transition (N=1).
Al(b) Ra—Rsa k (M )®™ - ID subunit in state modifies ED
transition (N=1).
A2(f) Ri—Ra k,(M)® Ria ED subunit in statemodifies ID
transition (N=1).
A2(b) Ra— Ry k(T )™ - ED subunit in statemodifies 1D
transition (N=1).
R1(f) RitL—LRg; kfsi LR Association of B and L creates LR
R1(b) LRi—Rs+L Kbsii - Dissociation of Rand L.
R2(f) RsstL—LRga Kfsal LRsa Association of R and L creates LR
R2(b) LR~ RsstL KbsaL - Dissociation of Rand L.
R3f) Ri+L—LRy kfiiL LRy Association of Rand L creates LR
R3(b) LRi—Ry+L Kbie - Dissociation of Rand L.
R4(f) RatL—LRia Kfial LR Association of R and L creates LR
R4(b) LR:—RutL Kbtar - Dissociation of Rand L.
R5(f) Ri+G—RsG kfsic RsG Association of Rand G creates J&.
R5(b) RG—R+G Kby - Dissociation of Rand G.
R6(f) Ris+G—R:.G kfsac RsG Association of R.and G creates&.
R6(b) RG—Rs+G kbyac - Dissociation of Rand G.
R7f) Ri+G—R;G kfic RiG Association of Rand G creates&.
R7(b) RG—Ri+G Khig - Dissociation of Rand G.
R8(f) RatG—R:G kfiac R..G Association of Rand G creates 5.
R8(b) RG—Rt+G Kbag - Dissociation of Rand G.
R1(f) RiG+L—LRsG | kfg LRsG Association of BG and L creates L§&G.
R1(b) LR,G—RiG+L | kb - Dissociation of RG and L.
R2(f) R G+L—LRG | kfsa LR.G Association of RG and L creates LIG.
R2(b) LRG—RG+L | kbsa — Dissociation of RG and L.
R3f) RiG+L—LR;G | kfy LR;G Association of RG and L creates Lf&.
R3(b) LR G—R;G+L | kby. - Dissociation of RG and L.
R4(f) RatL—LR .G kfiaL LR:G Association of RG and L creates LEG.
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R4(b) LR.G—R+L kbiar Dissociation of RG and L.

R5(f) LR+G—LRG | kfgg Association of LR and G creates L{&G.

R5(b) LR,G—LR;i+G | khyg Dissociation of LR and G.

R6(f) LR #G—LRG | kfsas Association of LR, and G creates LEG.

R6(b) LR.G—LR#G | kbyg Dissociation of LR,and G.

R7f) LR;+G—LR;G | kfic Association of LRand G creates LS.

R7(b) LRG—LR;+G | kbig Dissociation of LRand G.

R8(f) LR:+G—LRG | kfiag Association of LR and G creates LEG.

R8(b) LR.G—LR+G | kbag Dissociation of LR and G.

AL(f) LRs—LRy ky(a,)® R is ligated to L (N=1).

Al(b) LRi—LRg; ke(a)®™ R is ligated to L (N=1).

A2(f) LRs—LRsa k. (a,)® R is ligated to L (N=1).

A2(b) LRs;— LRy k,(a,)®™ R is ligated to L (N=1).

AlL(f) LRs:—LRi k,(M)*(a,/a,)® Ris ligated to L and
ID subunit in state modifies ED
transition (N=2).

Al(b) LR—LRsa k(M) a,/a,)®* Ris ligated to L and
ID subunit in state modifies ED
transition (N=2).

A2(f) LRi—LR: k.(M)®(a./a)® Ris ligated to L and
ED subunit in state modifies ID
transition (N=2).

A2(b) LR:— LRy k, (M) a,la)®™" R is ligated to L and
ED subunit in state modifies ID
transition (N=2).

AL(f) RsG—R;iG k (B)° R is ligated to G (N=1).

Al(b) RiG—RG ko(B)° R is ligated to G (N=1).

A2(f) RsG—RsG k. (8.)° R is ligated to G (N=1).

A2(b) RG—RsG k,(8,)°" R is ligated to G (N=1).

AL(f) R.G—R:G ko (T )®(B.1B.)° R is ligated to G and
ID subunit in stat@ modifies ED
transition (N=2).

Al(b) R.G—R.G k(M) ™(B.18)°" R is ligated to G and
ID subunit in stat@ modifies ED
transition (N=2).

A2(f) RiG—R.G k.(T)*(B.18)° Ris ligated to G and
ED subunit in state modifies ID
transition (N=2).

A2(b) R.G—R;G k,(MC)*™B.18)"" R is ligated to G and
ED subunit in state modifies ID
transition (N=2).

AL(f) LRsG—LR;G ko (@) (B)° R is ligated to L and G (N=2).

Al(b) LRiG—LRsG ke(@)®(B)"" R is ligated to L and G (N=2).

A2(f) LR{G—LRG | k, (a,)%(8.)° Ris ligated to L and G (N=2).

A2(b) LR G—LRsG k(@) (B,)°" R is ligated to L and G (N=2).

AL(H) LRG—LRG | k (M )®(a,/a,)®(B.!B.)° Ris ligated to L, G and ID subunit in

statea modifies ED transition (N=3).
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Risligated to L, G and ID subunit in

Al(b) LRtaG_)LRsaG kts(r )o_l(ata /aa)m_l(ﬁta /Ba)o_l
statea modifies ED transition (N=3).
A2(f) LR{G—LRG k,(F)®(@./a)’(B.!B)° Ris ligated to L, G and ED subunit in
statet modifies ID transition (N=3).
A2(b) LR:G—LR;G k(T an/a) (B, 1B8)"™" Ris ligated to L, G and ED subunit in
statet modifies ID transition (N=3).
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1.2  Derivation of kinetic input-output function

To compute how the kinetics of a component’s adldsttransition are affected by the presence ofifieod, we
first write the forward and backward kinetic ratmstants for the unmodified component in termshefdifference
in free energy between the transition state (dehb}eand each conformational state [1]:

kRT — Ce—AGRf/kT (1a)
k—l—R — Ce—AGTf/kT (1b)

wherekgris the kinetic rate for transitioning from tReto theT state andky is the kinetic rate for transitioning from
theT to theR state. We write the equilibrium constant of tHesikric transition in the unmodified state as

KRT = e—AGRT/kT (2)

In the presence of N modifiers, we assume that eamtifier, indexed by, contributes independently to the energy
of the each conformation and to the energy of taesition state byAGY AG?) and AG,E') respectively, and

that the pre-exponential fact@ remains constant. Hence, using a prime to inditfa¢ presence of modifiers, we
can write:

' S AGwi (8GY -aGY ) /KT —i (G -aGY ) IKkT
kgr =Ce = =Ky, ™ (3a)
and similarly
1 (4G, ﬁZN: (8GP-AGY)] /KT —i (BGP-2G0) kT
ki, =Ce = =kge ? (3b)
implying that
1 —[AGRT+§:(AG§”—AGS))]/kT —i(AGP)—AGS))/kT —iAGg%/kT N
KRT =€ - = KRTe - = KRTe - = KRT I_1I I_i (4)
1=

For convenience, we define a paramdigeas the ratio of the change in tRe>T activation energy and the change in
the free energy of the transition due to the medifi

OGP -AGY  AGP -AGR

— . — = . (5a)
i () _ @) @)
AGY - AG AGY,
and so the corresponding ratio for thesR transition is
AGY - AGY
®, -1= % (5b)
AGgy
Hence,
N N
' =2 (86 -aGY) 1kT => ,a6% /KT N
- i=1 - i=1 - (Di
kRT - kRTe - kRTe - kRT I—l (ri) (6a)
1=
and
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N N
' =3 (AGY -AGP) /KT = (@ -1)AGY /KT N
— = — = — -1
ke = ke ™ = ke ™ = kTR|'J ) (6b)
1=

This equation is also equation (8) in the main.text
1.3 The® parameter, linear free energy relationships, and independence
Our definition of@is consistent with the definition of a free enemgiationship
A common assumption used to determine values fergqanstants is to assume that a variation inréneehergy of
a reaction due to some perturbation generates @ogronal variation in the activation energy of tteaction [2].
This assumption implies that there is a linearti@teship betweerthe activation energy of a reaction and the free
energy change of the reaction.
Our definition of the parametap is consistent with the assumption of a linear #eergy relationship to describe
the allosteric transition of an unmodified protaimd the effects of two modifiersand j on that allosteric transition
if and only if ®;= &,
Suppose a linear free energy relationship doed.&ils will show that the relationship implieg=®;. Let the
constantsg and a parameterize this relationship. The rate-consfantthe transition from theR to the T

conformations of the protein is determined by thevation energy of the transition, and the equilibh constant
for the conformational transition is determinedtby free energy of the transition. Thus, we have

logke, = @logK., +a ; logkil =glogKil +a ; logkl? = glogKi! +a (10)

Here we have definedy;, k{Ri%, and k{RjT} as the rates describing the transition from fhto the T state in a

protein that has no modifier, only the modifieand only the modifief, respectively.K ;| K{Ri%, andK{RjT} are
the corresponding equilibrium constants. For medifithe definition of®;, Eq. (5a), can be re-written as

(i}

Iog[kmj

ob. :i
" log(r)

using Egs. (3a) and (4). We can include the frewgnassociated with the allosteric transitionhaf protein using
the relationship for a thermodynamic cycle, Eq.dbihe main text, i.eK{R'% =Kg: T,

(i}
Iog(km]
q3 e ¢

(11)

log| —RT
Ker
or
log k{Ri'}I' =®,; log K{Ri'}l' +logkgr —®; logKg; (13)
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The imposition of a linear free energy relationsiiigs. (10), and Eq. (13) for both modifieé@ndj implies that
O =0, =9

Alternatively, if we impose®=®; then Eq. (13) implies that a linear free energhatienship exists and is
parameterized by=®=®; and a = logky; — @logK;.

A linear free energy relationship describing théeef of modifiers applied alone or in combinatieneiquivalent to
each modifier contributing independently to theekics of the allosteric transition with the saméuesof @

If we assume that a linear free energy relationsleigcribes the effects of two modifigrandj on the allosteric
transition either alone or in combination, thenexpect Eq. (10) to hold and furthermore

logki:? = glog KLt +a (15)

where k{Ri’T” and K{Ri'rj} are theR to T rate-constant and the allosteric equilibrium cantbf the protein under the
combined effect of the two modifiers. Using Eq. ¢6the main text, we can write

Ky =K 5 KR = Kerl' 5 K& = KerliT (16)

Combining Egs. (10), (15) and (16) gives

logkl =logke, +@logr (17a)
logki} =logkg, +g@logr, (17b)
logkly” =logke, +@logl, +glogr, (17¢c)

and so each modifier contributes independenti¢oatiosteric transition rate, and with the sanmeesaf @

Conversely, if two modifiers contribute independyto the allosteric transition rate, i.e. given

logkl} =logkg, +®, logr; (18a)
logkl} =logke, +® logr (18b)
logkhy? =logke, +®; logl, +®, logr (18c)

then if we seth; = ®, = gin Eq. (18) and le. = logK,; — @log K ; we can show using Eq. (16) that

logki} = plogKL! +a (19a)
logki} = plogKLl +a (19b)
logki:? = glog KLt +a (19¢)

and so the existence of a linear free energy oelatiip.

Extension to multiple modifiers is straightforward.
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1.4  Validation of ANC using a model of calmodulin

A Calmodulin Model Structures Figure 10: Validation of ANC using a previously
published model of calmodulin. (A) ANC-structures of
calmodulin, calcium, and the downstream targets of
calmodulin — calmodulin-dependent kinase Il (CaMKII
or protein phosphatase 2B (PP2P) — implementing the
model of Stefanet al. [3]. Calmodulin undergoes an
e’ ST eyn camkin_/ pr2e\_J allosteric transition between a low affinity stateand a
high affinity state R. Calmodulin is a single padypide
B Calmodulin Model Rules with 4 non-identical calcium-binding sites and 45
binding site for downstream targets. All ligandsdifyp
of the allosteric transition with the same valuebof(B)
AN Binding rules give the affinity of calcium, CaMKIgnd
\_/ PP2P to their binding sites on calmodulin. Rathmant
~ list 6 sets of rulead nauseamwe indicate through the
a_/

ToR
0=0,=0.5 CaMKIll PP2B,

Ca CaM/

Calcium binding, i={1..4}
SRk ¥s
Ci Ca koffy; ca\/ (o

R
=HIor- =
Ci ca ¢ * koffy; a’ ¢

Target binding, Y={CaMKII, PP2B}

variablesi andY that the binding rates depend on the
binding site and target enzyme involved. The affimif
both downstream targets to the T state is zerchén t
model of Stefaret al (C) ANC correctly generates the

v Kooy M @M 352 uni-directional biochemical reactions given by
8 RN Roffy BN Y ?tef?net al After le)ipgrtitr;‘g the rrt]odel in:jMatIab using "
R kongy R acile, we simulate e system and measure e
+ Q = /\ /\ steady-state & occupancy (number of bound sites) of
L W koffey TENS VNS calmodulin for various concentrations of*Choth in the
. . o presence (thick line) and absence (thin line) ofi¥bof
c Simulation and Validation CaMKIl. We use 0.2 pM of calmodulin and the
40 == parameter values of Stefat al Our simulation results
g 35 were consistent with the simulations shown in Bigind
@ 30 4 of Stefaret al Finally, our simulations also match the
£ theoretical occupancy of calmodulin in the abseote
£ 25 : CaMKIl (red circles) which we computed using the
2 20 F equation given by Stefaet al. (c.f. Equation 1).
s o
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o
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2  Supplementary Results

2.1 Mathematical analysis of a generic divalent allosteric protein and two ligands

Here, we analyze the reaction network of Figureot@e main article to determine the cooperatiatypinding of
ligands X and Y and also the apparent affinityhs tigands to A. To do so, we must coarse-graimgteork by
summing over the conformational states of A, thb&iming the 4-state diagram of Figure 2A (insdtjhe main
article, where we have defined the following coagsined variables: A=g+A1, XA=XAr+XAt, AY=ARY+AY,

and XAY=XAgrY+XA<1Y. We need to calculate the parameters of the eegrained model, starting withyKand

referring to Figures 1 and 2 of the main article:

— XA_ XAQ + XA’ - KRX + KRXKRTrX =K 1+ KRTrX

A At A 1+ Ker e 1+ Ker

Likewise,

- AY - AY +AY - Ky + KeyKerly =K 1+ Kefly
A A+ A 1+ Kgr 1+ Kgr

For the cooperativity parameter

Ky ) XA | K, ) XA +XA
-1
(K 1+ I’<RTI_YJ I’<RX|’<RY + KRXKRYKRTrXrY - (1+ KRT)(1+ KRTrXrY)
RY
1+ KRT KRX + KRXKRTI_X (1+ KRTI_X )(1+ KRTrY)

Settingdi =0 allows us to solve for the value ogKthat gives the maximu® given by
dKRT

max —
Ker =

Fxry

and this yields

6 (hlj(hﬁ)

rXI_Y

1+r—x 1+LY ’
I—Y I—X

(20)

(21)

(22)

(23)

(24)
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2.2  Effect of allosteric cooperativity on the width and maximum response of XAY trimer assembly

1 10 100 1000 10000
Cooperativity (0)

—e— \Nidth (decades) =—&— Maximum normalized [XAY]

Figure 11: Effect of allosteric cooperativity on the width and maximum response of XAY timer assembly. This
plot shows the width and maximal response of eacrthecin Figure 2A of the main article (as well furves for
intermediate values d&f not shown there). The width is measured as tharibhgmic half-maximal width and given
in decades. The maximal response is the maximumeaf [XAY] for each curve normalized to maximunr the
6=1 curve.

Page 26 of 42



2.3  Effect of competitive ligands on the EC50 of ligand in the concerted and sequential models

100 100
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——Concerted, L1 —s—Concerted, L2 -xConcerted, L3 —o—Sequential, L1 ——Sequential, L2 - Sequential, L3

Figure 12: Effect of competitive ligands on the EC50 of ligand in the concerted and sequential models. This

plot shows the effect of the competitive ligands L2 and L3 on the EC50 of ligand LO (see Figuref4he main
article). The concentration of each competing ldy@mnormalized to the EC50 of its own occupanayfion. The
EC50 of L0 is normalized to its EC50 in the absenfce competitor. Only L1 decreases the EC50 ofdr®) it does
so only slightly and at low concentrations (ins€r the other competitors the EC50 increased noonclly.
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24  Examplesof theallosteric regulation of proteinsand receptor s by heter ogeneous mechanisms

Our modelling framework can describe the allostanid cooperative interactions ubiquitous in ceflgignalling.
Ligand binding events, phosphorylation and othestyi@nslational modifications, dimerization ancceptor
clustering are all examples of mechanisms that regulate protein interactions. Our framework uifiand
simplifies the modelling of such heterogeneous ffierdi of protein activity.

For example, dimerization activates the epidermaivth factor receptor (EGFR), a receptor with tymeskinase
activity [4]. Its extracellular domain binds EGFdanther ligands, which induces dimerization of tleeeptor,
followed by autophosphorylation of specific tyrassnon its cytoplasmic domain. As shown in Supplaargy
Figure 13A and 13B, we can straightforwardly imp&min ANC a simplified two-state model of the agon
induced dimerization of the mutant EGFR charactetriazy Ozcaret al.[5].

Many proteins are also regulated by a combinatibhigand-binding and post-translational modificaiso For
example, the receptors involved in bacterial chaxist possess multiple methylation sites whose stdite
methylation modulates transitions between the bactes swimming and tumbling states and so allodapation
to ambient concentrations of chemoattractants. \&ie implemented a general model of such receptoNC
(Figure 13A and 13B). Our approach combines theaisodf Asakura and Honda [6] and Barkai and Leipféy
but removes a number of assumptions made to ratleceombinatorial complexity of the system. Fotanse, we
need not assume that methylation and de-methylaticars in a definite order [6] or that the methigla sites are
identical [7]. Concerted allosteric models of céustof chemotaxis receptors have also been prog8sadd can be
straightforwardly implemented in ANC.
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A EGFR Model Structures
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Figure 13: Modelling the regulation of receptors by heter ogeneous inputs. (A) Epidermal Growth Factor Receptor (EGFR).
The receptor transitions between an inactiyetate and an activé) state and the transition rate is modified by HBteling or
dimerization and with the indicat&blvalues. Its ligand has a single receptor-bindiogneonent(B) Two rules specify the rates
of ligand binding with each state of the receptod dhree rules give dimerization rates for each lmaation of receptor
conformationsl(, 1A, andAA). (C) The methyl-accepting chemotaxis (MCP) proteinsraceptors with one ligand-binding (LB)
site for either an attractant or a repellent andethyl-accepting sites. Gray circles are placedrsidor the methylation state.
Both the ligand-binding site and the methylaticesiare modifiers of the allosteric equilibriumveegn the swimg) and tumble
(T) conformations of the receptor. The attractantiddb and favours th8 form of the MCP while the repellent R binds and
favours theT state. Two enzymes, CheR and CheB, methylate emdathylate the modification sites. Increasing ryletion of
the MCP favours th&@ state.(D) Rules for the binding of A and R to the LB sitedaanzymatic rules for methylation and de-
methylation (c.f. Figure 1B of the main article)atRer than list 24 almost-identical rulad nauseamwe indicate through the
variablesi andQ that the rates of (de)methylation depend bothhenthe methylation site (given kbl and the conformational
state of the receptor (given K. Naturally, in the textual form of the model eadtthe 24 rules is given explicitly.
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25 Regulatory complexity

In ANC, regulatory interactions are best modellesing allosteric components, which embody Moraidal’s
paradigm of allostery: an allosteric component tsxia 2 interconvertible conformational states, anddifiers
interact non-cooperatively with each state but Iiessequilibrium between conformations [9]. Altetimaly, with
ANC or other rule-based tools, regulation can d&somodelled in amd hocfashion where we explicitly encode
regulatory logic in rules (e.g. a rule that saybitad Y only if X is bound).

What are the advantages of each method in termmoafel complexity?Ad hocrules appear simpler initially
because they require less species. As the sizkeo$ytstem grows, however, such rules may genesegtdatory
complexity. In anad hoc, interaction-centric approach, we generally cammake anya priori assumptions to
simplify a model, such as a particular mechanismafitostery or that some ligated states are natifgntly
populated. We must therefore specify affinity ameperativity parameters for a combinatorial numbkligated
states. In ANC, however, we assume that the prai@énonly two conformations and that a ligand'm&ff depends
only on the conformation, and not on the stategattion of the protein.

251 Equilibrium analysis

Consider a protein having N binding sites, withrebinding site having L(k=0..N-1) distinct ligands, and with all
states of ligation and transitions between ligataties possible.

2.5.1.1 Ad hoc approach
Number of independent parameters

To compute the number of independent paraméBrsvolved in building a model of cooperative ligabthding
for this protein, we first recognize that the réattietwork induced by ligand binding has thermaayit cycles in
which any equilibrium constant in the cycle canchéulated if the others are known. We proceedotwstruct the
reaction network starting from the unligated protdiirst consider the binding of a single ligandck ligand will
have a distinct affinity to the unligated proteiNext, each pair of ligands that bind generates siddd
thermodynamic cycle in which the affinity of eadgaind binding to the unligated state is known.His ttycle, an
independent cooperativity parameter describes tamli #gand affects the other's binding and alldvesdalculation
of the 2 unknown affinities. For each distinct ketpof ligands, we need only consider three 4-sidgdes to
generate all states leading to the formation oftthkganded protein. The reaction network forghestates lies on
adjacent sides of a cube. We again assign a cdopigrparameter to each cycle. However, since ¢htbsee cycles
share sides, only one cooperativity parameterigugn Thus, knowing the reaction network for ang tigands, we
can compute the equilibrium constants for the reachetwork for three ligands with only a singledabnal
cooperativity parameter per triplet of ligands. Bamly, we can compute the reaction network for top(k+1)
ligands given only a single cooperativity paramgier (k+1)-tuplet of ligands if we already know treaction
network for k ligands. Thus, by induction we camimpaite P by counting the number of ligand combinations for
each binding site, each pair of binding sites, deplet of binding sites etc. Hence:

N-1 N-2 N-1 N-3 N-2 N-1 N-1
P=>L +> D LL+> > >LLL +..= l:l @+L)-1 (30)
ip=0 i=0i,=iy+1 i0=0i,=ig+1i /=i, +1 =

In the case whereEL, P reduces to:
P=(1+L)" -1 (31)
Number of dependent parameters

The number of dependent parameters may impact erpénformance of a rule-based algorithm which fas t
calculate them, and this number will also help deiee how many biochemical equations are in thetiea
network described by a model.
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Each unique n-tuple of bound ligands has n asstiaffinity constants giving the affinity of eadgdnd to the
corresponding (n-1)-tuple. Thus, the total numbeaffinity parameters is:

N-2 N-1 N-3 N-2 N-1
P _(1)ZL +(2)z ZL'O '1+(3)z z zLioLHLiz t.. (32)
ip=0 ip=0i,=iy+1 i9=0i,=ig+1i =i+l

and the number of dependent parameters is:

N-2 N-1 N-3 N-2 N-1
p=R-P=0 > LL+Q@> > > LLL+. (33)
ip=0i,=ip+1 i9=01i,=i+1i =i+l

For the case wherein£L, we note that since each term of the above suimmaerms corresponds to singlets,

N
pairs, triplets etc. of binding sites, then theskich summation term h{skj individual terms. Therefore:

N N N N
P.=( L+(2 L*+...+(N-1 LN+ (N LN 34
S L L TR w
To evaluate this expression, we differentiate tihhetial theorem with respect to L and multiply bsttes by L:
@a+Ly" —i N L (35)
o\ K

N N
LN@+L)N*? :zk(kju (36)

k=1

Then comparison withPyields:

P =LN(L+L)N? (37)
We can now compute p:

p=P -P=LNA+L)"*-(1+L)" +1=(LN-1-L)2+L) " +1 (38)
Number of species

We have L+1 occupancy choices at each of N binding sited,sarthe number of speci8ss

N-1
S= H (L +D (39)

In the case whereEL, we have that S = (L + 1)

2.5.1.2 ANC approach
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Following Monod et al., we assume that the proteidergoes concerted transitions between two cordbomal
states and that the affinity of ligands dependsy am the conformer they bind. Therefore, the numbégr
independent parameters consists of 2 affinity patars per ligand, plus an allosteric equilibriumapaeter:

Number of independent parameters
N-1

P=2) L +1 (40)
k=0

If the number of ligands is the same for each(sitel), thenP reduces to
P=2NL+1 (41)
Number of dependent parameters

The only dependent parameters are the allosteuiditsium parameters which are associated with digehied state
of the protein. They are dependent because theybeacalculated by considering the thermodynamidesy
induced by ligand binding. Indeed, the calculationa given ligation state is to multiply the blse (unligated)

allosteric equilibrium constant with the ratio b&taffinities of each ligand to the 2 conformershaf protein. Hence
the number of dependent equilibrium parametergusieto the number of ligated states:

N-1 N-2 N-1 N-3 N-2 N-1 N-1

pZZLiO+Z Zl-iol—i1+ zlﬁolﬂ'll—iz-'-"':l_!(l-'-l-k)_l (42)
ip=0 ip=0i,=ig*+1 i9=01,=ig+1i /=i +1 =

As before, in the case thatdL,

p=@1+L)" -1 (43)

Number of species

Since there are two conformers per occupancy dtagenumber of species is double that obtainedherld hoc
case.

N-1
SZZH(Lk +1) (44)

In the case whereckL, we have that S = 2(L +%)
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25.2  Including kinetic rates
For this analysis, we assume that all the relegguatlibrium affinities are known.
2.5.2.1 Ad hoc approach

One independent kinetic rate must be specifieceémh equilibrium constant. Therefore the numbendépendent
kinetic parameter® is

N-1 N-2 N-1 N-3 N-2 N-1

Q=R =MD L +@>. D LL+B> L LL, +... (50)
i,=0 i0=0i;=ig+1 i9=01i,=ig+1i =i+l

If L, =L then

Q=LN@+LN 1)

2.5.2.2 ANC approach

We assume that not only the affinity but also thgoaiation and dissociation kinetic rate constastociated with
each ligand depend only on the protein's confomnatiWe also need one kinetic parameter for eadstallic
transition. Hence, the number of independent kinptirameters required is (assuming equilibrium rpaters are
known):

N-1 N-1

Q=P+p=22|—k+“(1+|—k) (52)
k=0 =

If L, =L, thisis:

Q=2NL+ 1+ L) (53)

If we further assume that each ligand contribubetependently to the kinetics of the allosteric $iaon, which we
can then compute for any ligated state gival parameter associated with each ligand. Then,xpeession for Q
becomes:

N-1 N-1
Q=P+> L, =3> L, +1 (54)
k=0 k=0

Again, if Ly = L, this is:
Q=3NL+1 (55)

We note that this assumption of independence adavesto drop from a combinatorial number of kingizameters
to a linear one.

Finally, a standard assumption of the effect ohasteric ligands on allosteric kinetics is thafreedr free energy
relation exists between the free energy changeermliosteric equilibrium and the free energy & ttansition state.

This relationship implies that only a single parameter needs to be specified for orthosteg@nlils. Under this
assumption, the number of independent rate corsstiops to:

N-1
Q=P+N=2) L +1+N (56)
k=0
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With L, = L, we obtain:
Q=2NL+1+N (57)
25.3 Discussion of regulatory complexity

We have analyzed the regulatory complexity of aginohaving N binding sites indexed kywnd L ligands binding
at each site. We did so for the interaction-cen&il hocapproach, in which we made no assumptions cormgrni
the underlying mechanism for cooperative bindindigdnds, and for ANC’s approach, where we assuaéaslo-
state model and that ligands interact independenmitly a protein’s conformational states. Table Inmarizes the
results of our analysis, giving both the combiniaicaind regulatory complexity for the cases we yared. We see
that the number of independent equilibrium and tiinparameters scales combinatorially in #tehocapproach,
but only linearly in ANC. Nevertheless, the numludrstates of the protein, or its combinatorial pbemity,
doubles in ANC. In Table 2, we put in numbers towhhat thead hoc approach is advantageous only for
monovalent proteins or divalent proteins with atsirtavo ligands.
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254  Summary of regulatory complexity analysis

Table 6 - Summary of Equations from Regulatory Complexity Analysis

Case

No. Speciesand Equilibrium Params
(Ad Hoc)

No. Speciesand
Equilibrium Params
(ANC)

No. Kinetic Params (Ad hoc)

No. Kinetic Params (ANC)

General case:

N-valent
Site k has |
ligands

S= ﬁ(l-k +1)

P= [jl(1+ L)-1

N-2 N-1

p=®> > LL +

ip=0i,=ip+1

N-3 N-2 N-1

@Y > dLLL, +..

i9=0i,=ig+1i ,=i;+1

s:zljl(Lku)

N-1
P=2>1L +1

k=0

p= [j(mk)—l

Q= (1)2L +@Y, EL.O L, +

N-3 N-2 N-1

@Y. > YL LL ..

i9=0i,=ig+1i ,=i +1

N-1
Q=3>L,+1

k=0
With LFER assumption:

N-1
Q=2) L, +1+N
k=0

Generalcase |S=(L+ 1} S=2(L+1y Q=LN@+LN 1 Q=3NL+1
with L,=L P=(1+L)" - P=2NL+1 _ .
D= (LN -1-L)(1+0)M +1 p=(1+ L)N _ With LFER assumption:

Q=2NL+1+N

Below, we evalu

ate the general formulas for twdulspecial cases

Special case #1| S = 2 s=2"1 Q=N2"1 Q=3N+1
p=2'-1 P=2N+1

N-valent,L=1 |p=(N-2)*2"1+1 p=2"-1

Special case #2| P = Lo+ Ly + Lo, P=2(lg+L)+1 Q=2(+L) Q=6L+1

Bi-valent (N=2)

p=Lol,
S=(L+1)L+1)

p=Lo+ L+ Loy
S=2(lL+1)(L+1)

With LFER assumption:

If L =L If L =L Q=4L+3
P=2L+1? P=4L+1

p=L° p=(L+Lf-1

S=(L+1f S=2(L + 1%
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255 Comparison of interaction-centric and biomolecule-centric approaches
Table 7: Comparison of Interaction-Centric and Biomolecule-Centric Approaches

This table uses the formulas in Table 1 for theegaincase with {=L to illustrate regulatory complexity of an N-
valent protein given various values of L and N. Hoehocapproach is more parsimonious in parameters anly f
divalent proteins with at most 2 orthosteric ligamer site (orange boxes).

Number of equilibrium parametersrequired by Number of kinetic parametersrequired by ah hoc
ah hoc approach approach
L L
N 1 3 4 5 N 1 2 3 4 5
1 1 4 5 1 4 5
2 3 15 24 35 2 12 24 40 60
3 7 26 63 124 215 3 12 54 144 300 540
4 15 80 255 624 1295 4 32 216 768 2000 4320
5 31 242 1023 3124 7775 5 80 810 3840 12500 32400
6 63 728 4095 15624 46655 6 192 2916 18432 75000 233280
Number of equilibrium parametersrequired by Number of kinetic parametersrequired by ANC
ANC approach approach
L L
N 1 3 4 5 N 1 2 3 4 5
1 3 9 11 1 10 13 16
2 5 13 17 21 2 7 13 19 25 31
3 7 13 19 25 31 3 10 19 28 37 46
4 9 17 25 33 41 4 13 25 37 49 61
5 11 21 31 41 51 5 16 31 46 61 76
6 13 25 37 49 61 6 19 37 55 73 91
Number of excess equilibrium parameters of ad Number of excess kinetic parameters of ad hoc
hoc approach over ANC approach approach over ANC approach
L L
N 1 2 3 4 5 N 1 2 3 4 5
1 -2 -3 -4 -5 -6 1 -3 -5 -7 -9 -11
2 -2 -1 2 7 14 2 -3 -1 5 15 29
3 13 44 99 184 3 2 35 116 263 494
4 6 63 230 591 1254 4 19 191 731 1951 4259
5 20 221 992 3083 7724 5 64 779 3794 12439 32324
6 50 703 4058 15575 46594 6 173 2879 18377 74927 233189
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2.6 Derivation of QTC to CTC mapping functions

Here we derive the mapping functions for the pridgecof our quartic ternary complex model onto Véeis al.’s
cubic ternary complex model. The states of thecubddel are: R, R,), while the quartic model ha&{, Ry, Rss
R.). Each model's parameters are given in Figune thé main article. We define a mapping whiereR+R; and
R=RsstRi.  Given this mapping, we wish to express the patars of the cubic model in terms of those of the
quartic model. We start with the allosteric eduilim parameteK,., which is the ratio of unligateld, andR;:

_R _Ra*R, _GR+TLGR, _ 1+TL

K = (60)
R Ri+R Ry +LR; 1+L
Next, K, is the ratio of ligated and unligat&l(the superscript L indicates a ligated state):
L L L ! '
KaER_': &i +Ri — KaRsi+atKaLRsi — K;1+at|— (61)
R Ri*R ([+L)R 1+L
Similarly, Kg is
¢ RS+R¢ KR, +BK,LR, L1+ 8L
Kg ER—: RSI R[I — QRS 'Bt 9 RS = Kg :Bt (62)
R Ri+R @+L)R 1+L
The differential affinity,a, of L for each state:
JJRUR 1R 1 RL+R 1 KGR +a,K,LGTR,
" R'/R KactR" KactR.+R' Kact K.R, +a,K.LR, 63

1+L \a, +a,rL
1+47L) 1+a,L

And similarly, the differential affinityp:

p=Re/R_ 1 R_ 1 RG+R._ 1 ﬁaK;GF%ﬁﬁtaK;LGFRsi=£1+Ljﬁa+,@arL 64)

R°/R  KactR® KactRC+R® Kact KR +fBK\LR, 1+TL) 1+8L

For the binding cooperativity parametegrthe affinity of G to R" is (y Kg), hence:

- RS _1RS+RS 1 KK R +a K BKLR, :£ 1+L j1+at,6’tL (65)

1
K, R K, R+R K, KR +aKLR,  (1+AL) lral

For the activation cooperativity parametér, the equilibrium betweerR"G and RL‘G is given by &I,BKact,
therefore:
_ 1 R°® 1 RE+RC 1 a,KBKGR,+a,KB.K[TLGR,
a/BKact RiLG a/BKact RsLiG + Rtlu_G alBKact K.;\K;;;Rsi + O'tK;IBtKéLRsi (66)
_ G af+a Bl
aﬂ(act 1+atﬂt|‘
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2.7 ANC Model of Adaptor Protein

Below is the complete model of the adaptor protéifigure 1C in the main article (and Figure 7fa§tdocument)
in a textual form suitable for input to ANC. Thisodel and others mentioned in this work are avatlabiline at

http://swainlab.bio.ed.ac.uk/anc

BHAR AR R AR AR R R

# File: adaptor_generic.mod

#

# This example consists of a generic, divalent adap
# with an input binding site (AX) and an output bin
#

# When unliganded, the adapter protein prefers the
# A modulator X binds to the input site of the adap
# in its high-affinity (T) form than in its R form,

# allosteric equilibrium in favour of the active fo

#

# Likewise, the target protein Y binds the adapter
# its low-affinity form, but strongly in its high-a

#

# Thus, X and Y bind with positive cooperatively to
#

BHAR R HHHHHHHHHR AR AR R R

BHAHHHHH AR
MODEL:
BHHHHHHH

#

# COMPILE PARAMETERS

H.

11

$max_species = -1;

#

# MODEL PARAMETERS
#H.
# ALLOSTERY
Parameter : {
name => "kf RT",
value => 0.1,

}

Parameter : {
name =>"kb_RT",
value =>100.0,

}

Parameter : {
name => "Phi_X",
value => 0.5,

}

Parameter : {
name => "Phi_Y",
value => 0.5,

}

# LIGAND BINDING
Parameter : {
name => "kf RX",

HHAHHH AR R H A
ter protein A

ding site (AY).

low-affinity (R) state.

ter more strongly

changing the

rm

weakly in
ffinity form.

the adaptor.

BHARHHHH AR AR
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value => 1.0,

}

Parameter : {
name => "kb_RX",
value => 10.0,

}

Parameter : {
name => "kf_TX",
value => 10.0,

}

Parameter : {
name =>"kb_TX",
value => 1.0,

}

Parameter : {
name => "kf_RY",
value => 0.01,

}

Parameter : {
name =>"kb_RY",
value => 1.0,

}

Parameter : {
name => "kf _TY",
value => 1.0,

}

Parameter : {
name =>"kb_TY",
value => 0.01,

}

#

# ADAPTOR PROTEIN

H.

ReactionSite: {
name => "AX",
type => "bsite",

ReactionSite: {
name => "AY",
type => "bsite",

AllostericStructure: {
name => A,

elements => [AX, AY],

allosteric_transition_rates => [kf_RT, kb_RT],

allosteric_state_labels => ['R','T"],
Phi => [Phi_X, Phi_Y],

}

#

# LIGANDS X and Y

H.

11

ReactionSite : {
name => "X",
type => "bsite",
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Structure: {name => X, elements => [X]}

ReactionSite : {
name =>"Y",
type => "bsite",
}

Structure: {name =>Y, elements => [Y]}

H. _—

# RULES
# _—
CanBindRule : {

ligand_names => ['X', 'AX1],

ligand_allosteric_labels =>['.", 'R'],

kf => kf_RX,

kb => kb_RX,

}

CanBindRule : {
ligand_names => ['X', 'AX]],
ligand_allosteric_labels =>['.", 'T1,
kf => kf_TX,
kb =>kb_TX,

}

CanBindRule : {
ligand_names =>['Y', 'AY"],
ligand_allosteric_labels =>['.", 'R'],
kf => kf_RY,
kb => kb_RY,

}

CanBindRule : {
ligand_names =>['Y', 'AY"],
ligand_allosteric_labels =>['.", 'T,

kf =>kf_TY,

kb =>kb_TY,
}
# -
# PROBES
# -
Probe : {

name => "TRIMER",

classes => Complexinstance,

filters => [

'$_->get_num_elements() == 3',
1,

}
Probe : {

name =>"AX_DIMER",

classes => Complexinstance,

filters => [
'$_->get_num_elements() == 2',
'$_->get_exported_name() =~ /A*X/",
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Probe : {
name =>"AY_DIMER",
classes => Complexinstance,
filters => [
'$_->get_num_elements() == 2',
'$_->get_exported_name() =~ /A.*Y/',

}
Probe : {
name =>"A",
classes => ComplexInstance,
filters => [
'$_->get_num_elements() == 1',
'$_->get_exported_name() =~ /A/',
1,
}
Probe : {
name => "RESPONSE",
classes => Complexinstance,
filters => [
'$_->get_exported_name() =~ /A*Y/,
]1
}
Probe : {
structure => X,
}
Probe : {
structure =>Y,
}
# _—
# INITIAL CONDITIONS
#H. _—

# give non-reference state a non-zero IC
Init : {

structure => A,

state => [T, x,X]',

IC=> 1.0,
}
Init : {
structure => X,
IC => 0.0,
}
Init : {
structure =>Y,
IC => 1.0,
}
# —
# STIMULUS
+. —

T
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# Clamp X at successively different levels and brin g

# to steady-state each time. In matlab, the variabl e
# event_times will give the time at which steady-st ate
# was reached.

Stimulus : {

}

structure =>'X',

type => "dose_response”,
strength => 1000,

range => [le-3,1e3],
steps => 12,

log_steps => 1,

HHHH B HH R R
CONFIG:

HH B R
t_final = 100000

t_vector = [0:1:tf]

matlab_ode_solver = odel5s

3
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