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SI Materials and Methods
Chemicals. Chemicals were analytical grade and obtained from
Bioshops, Inc. unless otherwise specified. Urea concentrations
were confirmed by refractometry (1).

Protein Purification. Myristoylated hisactophilin was purified as
described previously (2) with an additional separation by aceto-
nitrile gradient RP-HPLC. Briefly, cells containing myristoylated
hisactophilin were resuspended in Tris buffer pH 8 and lysed
using an Emulsiflex C-5 emulsifier (Avestin, Inc.). Next,
0.5% ðwt∕volÞ CHAPS was added to the crude cell lysate which
was then incubated for 2 h at 4 °C to facilitate solubilization of
membrane-bound hisactophilin. Hisactophilin was purified using
DEAE (Biorad, Inc.) anion exchange chromatography, followed
by gel filtration using a HiLoad 26/60 Superdex 75 column (GE
Healthcare). Myristoylated and nonmyristoylated hisactophilin
eluted in well-separated peaks in RP-HPLC chromatography
using a C18 column (Waters, Inc.) and an acetonitrile gradient.
The level of myristoylation of hisactophilin was typically ∼80%.
Purified protein was exchanged into 25 mM ammonium carbo-
nate, lyophilized, and stored at −80 °C. Homogeneity of purified
protein was verified by mass spectrometry (3).

Equilibrium, Folding, and Unfolding Measurements. Equilibrium
denaturation curves were measured as described previously
(4). Stock protein solution was prepared by dissolving lyophilized
hisactophilin to a concentration of 2 mg·mL−1 in either 500 mM
MES, 500 mM potassium phosphate, or 500 mM glycine at the
appropriate pH. Protein stock was diluted 10-fold in water and
stock urea to the desired final concentration of urea. Samples
were equilibrated at 25.0 °C in a water bath for at least 10
half-lives as measured for kinetic folding–unfolding transitions.
Samples were monitored by fluorescence using a Fluorolog3-22
spectrofluorometer (Horiba-Jobin-Yvon Spex, Inc.) as described
previously with excitation and emission wavelengths of 277 and
306 nm, respectively (4, 5). Equilibrium denaturation and rena-
turation curves were also monitored by circular dichroism at
227 nm using a J715 spectropolarimeter (Jasco, Inc.) as described
previously (2). Kinetic folding and unfolding reactions with half-
lives greater than ∼15 s were measured by manual mixing using
the Fluorolog3-22. Faster folding–unfolding rates were measured
using the Fluorolog3-22 interfaced with a SFM4/Q (Molecular
Kinetics, Inc.). Kinetic data were fit using the Biokine 2.1 soft-
ware (Molecular Kinetics, Inc.). Data were then fit to a two-state
unfolding model (Table S1) using the binomial extrapolation
method as described previously (5). Applicability of the two-state
model is supported by the agreement of kinetic and equilibrium
data (Table S1) and by agreement between fluorescence and cir-
cular dichroism results (Table S2). Due to long extrapolations to
folding conditions at 0 M urea, the m values of some kinetic data
show systematic deviations from equilibrium data. However, Cmid
values from equilibrium and kinetic experiments are similar,
which supports the two-state folding model (6).

NMR Experiments. 15N-labeled hisactophilin was prepared by
growing Escherichia coli in M9 minimal media with 15NH4-Cl
(Cambridge Isotopes) as the sole nitrogen source as described
previously (7). Resonance assignments were made using 2D
homonuclear NOESY and total correlation spectroscopy
(TOCSY) as well as 3D 15N-edited heteronuclear single quantum
coherence (HSQC) NOESYand HSQC TOCSY spectra of myr-
istoylated hisactophilin at pH 6.8. Assignments for nonmyristoy-

lated hisactophilin were used as a starting point for making
assignments of the myristoylated protein, followed by confirma-
tion and extension using standard procedures (8). Assignments
were obtained for the α-proton and amide nitrogen–proton reso-
nances of 96 of 118 residues; the majority of unassigned residues
are in the loop consisting of residues 25–32. 1H spectra for line-
shape analysis were acquired at pH 6.1 at temperatures ranging
from 1–25 °C. Lineshapes were simulated using equations
from ref. 9.

SI Results
Analysis Of Switch Energetics Using Thermodynamic Cycles. The pH
dependence of ΔΔGU-F can be understood using thermodynamic
cycles (Fig. S1) (6). ΔΔGU-F is the change in the Gibbs free en-
ergy of unfolding upon myristoylation:

ΔΔGU-F ¼ ΔGU-F;myr −ΔGU-F;nonmyr [S1]

where the subscripts myr and nonmyr represent myristoylated
and nonmyristoylated hisactophilin, respectively. ΔΔGU-F varies
with pH from 3.15 kcal·mol−1 at high pH where the myristoyl
group is sequestered inside the protein (myrseq) to
1.13 kcal·mol−1 at lower pH where the myristoyl group is acces-
sible (myracc). The apparent free energy change for switching
from the sequestered to the accessible state for the myristoylated
protein relative to the nonmyristoylated protein, ΔGswitch, can be
expressed in terms of the change inΔΔGU-F from low to high pH:

ΔGswitch ¼ ΔΔGU-F;high pH −ΔΔGU-F;low pH [S2]

Substituting Eq. S1 into Eq. S2 gives (Fig. S1)

ΔGswitch ¼ ΔGU-F;myr;high pH −ΔGU-F;nonmyr;high pH

− ðΔGU-F;myr;low pH −ΔGU-F;nonmyr;low pHÞ [S3]

We assume that the change in the free energy of the unfolded
state with pH is not altered upon myristoylation, i.e.,
ΔGUðlow→highÞmyr ¼ GUhigh;myr −GUlow;myr ¼ ΔGUðlow→highÞnonmyr ¼
GUhigh;nonmyr −GUlow;nonmyrexcluding energy contributions for
the free amino terminal group in the nonmyristoylated protein,
which is not present in the myristoylated protein. In addition, we
assume that the contribution of the amino terminal ionizable
group does not contribute to protein stability because it is highly
exposed to solvent in the folded protein (6, 10). Thus, the amino
terminal group makes the same contributions to pH dependence
of the energy for folded and unfolded states of nonmyristoylated
hisactophilin, and these terms cancel out in the analysis. These
are reasonable assumptions because the stability and kinetics
are the same for the nonmyristoylated hisactophilin characterized
herein and another nonmyristoylated variant hisactophilin con-
taining four additional random coil residues, Gly-Glu-Phe-Gly
(GEFG), at the N terminus (4, 10) (Table S1). Using the above
assumptions, Eq. S3 can be simplified as

ΔGswitch ¼ ΔGF;myrðhigh→low pHÞ −ΔGF;nonmuyrðhigh→low pHÞ

¼ ΔGFðnonmyr→myrÞlow pH −ΔGFðnonmyr→myrÞhigh pH [S4]

Thus, ΔGswitch can be interpreted as the coupling energy between
the myristoyl group and the sites of protonation involved in
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switching from the sequestered to the accessible state with
decreasing pH for the myristoylated protein relative to the non-
myristoylated protein (6). Note that the myristoyl group and pro-
tonation sites need not interact directly, but may be coupled
indirectly through the protein structure (11). The switch energy
includes various contributions from inter- and intramolecular
interactions, including energy terms due to ionization as well
as interactions associated with changes in the myristoyl group
environment.

Fitting the pH dependence of stability changes to a pKa-changemodel.
Changes in protein stability as a function of pH can be expressed
in terms of the Wyman linkage equation:

d
dpH

ðΔGU-FÞ ¼ 2.303 · R · T · ½QUðpHÞ−QFðpHÞ� [S5]

where QUðpHÞ and QFðpHÞ represent the number of protons
bound at a given pH to the unfolded and folded protein, respec-
tively, and R and T are the universal gas constant and tempera-
ture (in kelvin), respectively (12, 13). For hisactophilin, an
analogous equation for the pH dependence of ΔΔGU-F can be
written in terms of the number of protons bound to the accessible
(QaccðpHÞ) and sequestered (QseqðpHÞ) states, which may be ex-
pressed in terms of the pKa of residues affected by myristoyl
switching, using the nonmyristoylated protein as a reference:

d
dpH

ðΔΔGU-FÞ ¼ 2.303 · R · T · ½QaccðpHÞ−QseqðpHÞ� þC:

[S6]

The constant, C, represents the effect of myristoylation on stabi-
lity at limiting low pH. Integration of Eq. S6 from a reference pH
(pH ¼ 1) chosen outside the range of the myristoyl switch gives

ΔΔGU-FðpHÞ ¼ −R · T · n

· ln
�ð1þ 10pH−pKa;accÞ · ð1þ 101−pKa;seqÞ
ð1þ 101−pKa;accÞ · ð1þ 10pH−pKa;seqÞ

�
þC

[S7]

where n represents the number of ionizable groups whose appar-
ent pKa values are perturbed upon myristoyl switching and
pKa;acc and pKa;seq represent the average apparent pKa values
for these groups in the myracc and myrseq states, respectively. This
derivation assumes that perturbations occur only in folded and
not in unfolded hisactophilin. This model is supported by differ-
ences in the pH dependence of membrane binding measured for
folded myristoylated and nonmyristoylated hisactophilin (14),
and the reasonable assumption that there are no residual inter-
actions of the myristoyl group in the unfolded protein that alter
pKa values. Also, comparison of the two nonmyristoylated con-
structs (the construct used herein of the wild-type sequence, and
the construct with additional GEFG, at the N terminus; refs. 4,
10) shows that the N-terminal amino group does not contribute to
myristoyl switching (see above). In addition, isoelectric focusing
shows that the pI of hisactophilin changes very little (∼0.1 pH
unit) upon myristoylation or addition of four N-terminal amino
acids (Fig. S2C). The addition of GEFG to the N-terminus
changes the pI in a similar way as the myristoyl group but does
not affect the pH dependence of global protein stability. Thus,
the measured pH dependence of ΔΔGU-F is not caused by global
changes in pI upon myristoylation but rather arises from changes
in pKa of specific residues accompanying switching from the
myracc to the myrseq state.

Fitting of the pH dependence of ΔΔGU-F to Eq. S7 indicates
that the total number of protons taken up upon switching is ∼1.5

(Fig. S2). However, the exact number of histidines involved in
taking up these protons is not well defined by the data. The qual-
ity of the fit is slightly better for low values of n based on χ2 values.
The data can alternatively be fit in terms of two histidines with
different values of pKa;acc and pKa;seq according to

ΔΔGU-FðpHÞ

¼ −R · T ·∑
2

n¼1

ln
�ð1þ 10pH−pKa;accðnÞÞ · ð1þ 101−pKa;seqðnÞÞ
ð1þ 101−pKa;accðnÞÞ · ð1þ 10pH−pKa;seqðnÞÞ

�
þC

[S8]

where n represents the index of the ionizable group. The fits did
not converge when all parameters were allowed to vary. However,
by fixing values of pKa;acc and pKa;seq for one ionizable group
based on apparent pKa values observed by NMR (e.g., for
H91 and H75, see main text, Fig. 4 D and E and following
section), values of pKa;acc and pKa;seq could be fit for the second
ionizable group, and the fitted lines accounted well for the
observed data; the data were not well fit by a single ionizable
group (Fig. S2B). These results show that a single ionizable group
with pKa;acc and pKa;seq corresponding to apparent pKa values
observed in the NMR data can account for most but not all of
the observed pH dependence of ΔΔGU-F . The data can be well
fit using just two ionizable groups with pKa;acc and pKa;seq in the
range of values observed in the NMR data. Fitting does not ex-
clude that more than two ionizable groups may be involved, but it
supports the conclusion that at least one histidine with a pKa;seq
value of ∼6 (see also Fig. S5) and a higher value of pKa;acc of ∼7
likely plays a key role in switching. The identity of the ionizable
groups involved in switching was further investigated from the
patterns in observed chemical shift changes, described below.

NMR Data Analyses. Chemical shift changes upon myristoylation.
There are extensive chemical shift changes upon myristoylation
(Δδmyr). The changes are illustrated in the 1D 1H spectrum in the
changes observed for various down-field amide resonances that
are well resolved in the spectrum of nonmyristoylated hisactophi-
lin but not in the spectrum of the myristoylated protein
(Fig. S3A). Another obvious change is an additional peak in
the up-field region of the spectrum for myristoylated hisactoph-
lin (Fig. S3A). The chemical shift for I85 δCH3 is −0.800 and
−0.732 ppm in nonmyristoylated and myristoylated hisactophi-
lin, respectively, and there is a new peak for the latter at
−0.824 ppm, corresponding to the terminal CH3 of the myristoyl
group (Fig. S3 B and C). The up-field shift for the myristoyl re-
sonance likely occurs due to the close proximity of the terminal
methyl to the aromatic rings of F6 and F113 in the model of
myristoylated hisactophilin (Fig. 4 A and B; see also below).
The myristoyl methyl chemical shift was observed to change from
pH 7.7 to pH 5.7, where the myristoyl resonance becomes over-
lapped with other peaks (Fig. S7B). This pH dependence most
likely reflects a combination of the myristoyl switch and pKa;seq
of ∼6 (see main text). A single peak was observed for the myr-
istoyl group at all pH values at 25 °C, indicating fast exchange
between myrseq and myracc states. Evidence of line broadening
was observed at lower temperatures, where rates were slowed
to the intermediate exchange rate regime (see below).

Model of myristoylated hisactophilin. The position of the seques-
tered myristoyl group in the hisactophilin core was modeled
based on the NMR structure of nonmyristoylated protein
(PDB ID code 1HCD) because no substantial changes in NOEs
were observed in 15N-edited NOESY-HSQC spectra upon
myristoylation. Using the University of California, San Francisco
program Chimera, the myristoyl group was modeled into the
core of the structure of nonmyristoylated hisactophilin using
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the observed NOEs between the myristoyl methyl group and the
amide protons of F6, I85, I93, and F113 as distance restraints
(15). Subsequently, using the NAMD and VMD software, the
structure was energy minimized and then subjected to a brief
molecular mechanics simulation using the CHARMM force field
to reduce steric clashes (16, 17).

Identification of ionizable groups that control the myristoyl switch
from changes in chemical shift as a function of pH. Chemical shifts
are sensitive to changes in electrostatic environment caused by
pH (8). Thus, amide groups in close proximity to an ionizable
group can exhibit pH-dependent changes in chemical shift that
reflect the pKa of that ionizable group. If a given amide group
is in rapid exchange on the NMR timescale between states that
differ in electrostatic environment (i.e., myrseq and myracc states,
in which ionizable groups have different apparent pKa values and
hence different partial charges), its observed chemical shift will
be a population weighted average of its chemical shifts in the dif-
ferent states (18, 19). We focus here on identifying ionizable
groups exhibiting pKa changes that could account for the fits
of the pH dependence of the switch energetic (Fig. S2). These
may be expected to exhibit pKa;acc of ∼7–7.5 and pKa;seq of ∼6
in the myracc and myrseq states, respectively (Figs. S2, S4F, and
S5). Nonmyristoylated hisactophilin is a model of the myracc state
(see above), in which ionizable groups involved in the switch will
exhibit pKa;acc. In myristoylated hisactophilin, both pKa;acc and
pKa;seq may contribute to the observed pH dependence, with
the observed overall behavior depending on the magnitude of
the chemical shift changes associated with each pKa. Although
the population of certain states may be low, e.g., <5%, they
may still be identified by NMR if they undergo relatively large
chemical shift changes. Similar to the observation of “invisible”
states with low population in NMR relaxation dispersion analyses
(20). The magnitudes of the chemical shift changes caused by
changes in charge of ionizable groups involved in switching are
likely to be larger in general for the myrseq state if the ionizable
group is more buried than in myracc state where it is more exposed
to solvent. Thus, the ionization of important histidines around a
pKa;seq of ∼6 can still be observed even though the pH is ∼1 unit
below the pKswitch because the myrseq state is sufficiently popu-
lated and exhibits sufficiently large chemical shift changes to
allow for observation by NMR.

An apparent pKa of ∼6 is observed for a large proportion of
amides distributed throughout the protein (Fig. S5A). It should
be noted that this shift in pKa is not observed for all amides and
many amides exhibit no change in apparent pKa; these amides
tend to be at the periphery of the protein structure, and farthest
from the myristoyl group (Fig. S6A). The magnitudes of the che-
mical shift changes associated with an apparent pKa of ∼6 are

largest for amides on one side of the protein structure (Fig. 4F)
and suggest possible histidine residues that control the switch (see
main text). It should be noted that the magnitude and direction of
the chemical shift changes is not in general consistent with a shift
toward random coil (e.g., H75, H91, or I85; Fig. 4 D and E, and
Fig. S5B) and a similar apparent pKa is observed for the methyl of
the myristoyl group and methyl of I85 (Fig. S7 A and B). A logical
interpretation of these results is as follows: In the myrseq state, the
myristoyl group is buried in the hydrophobic core (Fig. 4 A and B)
and histidines controlling the switch have relatively low apparent
pKa;seq values (e.g., one is at ∼6). The low values may result from
a hydrophobic environment and/or proximity of positively
charged groups. Upon protonation of the buried histidines many
amides throughout the protein show chemical shift changes as a
consequence of highly cooperative perturbations arising from the
generation of buried positively charged groups. The magnitude of
the changes in chemical shift caused by changes in charge of
ionizable groups involved in switching are likely to be larger in
general in myrseq if the ionisable group is more buried than in
myracc where it is more exposed and effects are shielded by
the solvent.

Estimation of exchange rates by NMR lineshape analysis. NMR line-
shape analysis has been used to study the dynamics of many dif-
ferent groups in proteins that undergo exchange processes such as
ring flipping of aromatic residues (21), global protein folding–
unfolding rates (22), and cis-trans-isomerization (9). The dy-
namics of the myristoyl switch can be characterized by kout,
the rate constant for changing from the myrseq to the myracc state,
and kin, the rate constant for changing from the myracc to myrseq
state (9, 23). In order to estimate the values of these rate con-
stants, we analyzed exchange effects manifested in the lineshape
of the myristoyl methyl group by measuring 1D 1H spectra as a
function of temperature (Fig. S7C). These analyses reveal that
at 25 °C the myristoyl group exhibits minimal line broadening, in-
dicating that the exchange between myrseq and myracc is fast on
the NMR timescale. In contrast, at 1 °C pronounced line broad-
ening is observed, indicating that exchange has slowed, becoming
intermediate on the NMR timescale. From simulation of the line-
shapes, at 1 °C, kin and kout are estimated as ∼400 and ∼3;600 s−1,
respectively. At 25 °C, due to less line broadening, the simulated
lineshapes are less sensitive to the values of kin and kout, for which
lower limits are estimated as ∼55;000 and ∼120;000 s−1, respec-
tively. The simulations give a reasonable estimate of the exchange
rates, although the uncertainties in the rates are significant
(Fig. S7D). The values of kin and kout at 25 °C correspond to a
69% myrseq and 31% myracc, which is similar to the expected po-
pulations of myrseq and myracc determined from the equilibrium
ΔΔGU-F values (Fig. 1B).
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Fig. S1. Thermodynamic cycles for measuring ΔGswitch. Arrows define the direction from initial to final states. Each arrow is associated with a change in
Gibbs free energy (ΔG) that is defined with a subscript. U and F refer to the unfolded and folded protein, respectively, subscripts lowpH and highpH represent
terms corresponding to myracc and myrseq states, respectively, and subscripts myr and nonmyr represent the myristoylated and nonmyristoylated forms of
hisactophilin, respectively. The derivation for ΔGswitch is analogous to the coupling energy derivation described by Fersht (6). ΔGswitch is defined as
ΔGswitch ¼ ΔGFðnonmyr→myrÞlow pH − ΔGFðnonmyr→myrÞhighpH ¼ ΔGF;myrðhigh→lowpHÞ − ΔGF;nonmyrðhigh→lowpHÞ ¼ ΔGU-F;myr;lowpH − ΔGU-F;nonmyr;lowpH - ðΔGU-F;myr;highpH −
ΔGU-F;nonmyr;highpHÞ�, assuming ΔGUðhigh→lowÞmyr ¼ ΔGUðhigh→lowÞnonmyr, i.e., myristoylation has no effect on the pH dependence of the free energy of the unfolded
state and so these terms cancel out. Bold arrows illustrate ΔGFðnonmyr→myrÞlowpH and ΔGFðnonmyr→myrÞhighpH.
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CBA

Fig. S2. Change in stability upon myristoylation as a function of pH fit to pKa-change model. (A) In the graph, the dashed line represents the fit of the data to
Eq. S7, allowing all parameters (n, pKa;acc, pKa;seq) to vary. The fit converged to a best-fit n value of 0.98� 0.68 (error estimate is from the fitting program, Origin
5.0). Integration of the curve gives the total number of protons involved in the switch, ∼1.5. The data were also fit by fixing n to various values, with the values
for the remaining fitted parameters summarized in the table. For these, the fitted lines for different values of n are extremely similar visually. As n increases, the
differences in pKa of the ionizable groups, ΔpKaðseq-accÞ, decreases and the χ2 increases slightly, suggesting that a small number of ionizable groups controls the
switch. (B) Based on analysis of the pH dependence of chemical shift changes (Fig. 4 D–F), data were also simulated assuming only two independent ionizable
groups controlling the switch using Eq. S8. Values of pKa;acc and pKa;seq for one group were fixed to 6.1 and 7.1 (corresponding to the data for H91 in Fig. 4E)
and the corresponding values for the second ionizable group were allowed to vary. This simulation gave fitted values for the second pKa;acc and pKa;seq of 7.4
and 6.7, respectively (solid red line). When values for pKa;acc and pKa;seq were fixed to 6.0 and 7.3 (based on data for H75 in Fig. 4D), this choice gave values of
pKa;acc and pKa;seq for the second ionizable group of 7.2 and 6.8, respectively (solid blue line). Dashed lines show data simulations assuming a single ionizable
groupwith pKa;acc and pKa;seq corresponding to the values for H91 (blue) or H75 (red). (C) Isoelectric focusing gel electrophoresis of hisactophilin variants. Lanes:
1, nonmyristoylated wild-type hisactophilin; 2, myristoylated myristoylated hisactophilin; 3, nonmyristoylated hisactophilin with additional N-terminal Gly-Glu-
Phe-Gly residues. Lane S contains protein markers with pI values labeled. Weak bands at slightly lower pI values for hisactophilin samples correspond to hi-
sactophilin dimers, likely formed by oxidation of Cys 49 during electrophoresis. Dimerization does not affect the stability of hisactophilin (2).
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Fig. S3. NMR spectral changes uponmyristoylation. Spectra inA–C show corresponding regions for nonmyristoylated (i) andmyristoylated (ii) hisactophilin. M
indicates the resonance for the terminal methyl of the myristoyl group and I85CH3 indicates the resonance for the δCH3 of I85. (A) 1D 1H spectra. Various
residues exhibiting significant changes (F6, S8, L45, I85) are labeled. (B) 2D 1H-1H TOCSY and (C) 2D 1H-1H NOESY strips, showing new peaks observed
for the terminal methyl of the myristoyl.

Fig. S4. Absolute value of changes in chemical shift, Δδ, upon myristoylation for 1H (red) and 15N (black) of backbone amide groups versus residue number at
pH 8.7. The protein secondary structure is shown below the graphs as a green ribbon with β-strands shown as arrows.
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Fig. S5. NH resonances monitored by 1H-15N HSQC that exhibit an apparent pKapp value of ∼6 in myristoylated hisactophilin. (A) Ribbon diagram of myr-
istoylated hisactophilin showing all 15N and 1H resonances that have a pKapp ∼6 as spheres, with the myristoyl group (pink) shown in the myrseq conformation.
Backbone 1H resonances (small spheres) are colored in a rainbow gradient according to their absolute Δδ values uponmyristoylation as follows: 0–0.05, purple;
0.05–0.1, blue; 0.1–0.15, cyan; 0.15–0.2, green; 0.2–0.25, yellow; 0.25–0.3, orange; >0.3, red. Backbone 15N resonances (large spheres) are colored in a rainbow
gradient according to absolute Δδ values as 0–0.5, purple; 0.5–1.0, blue; 1.0–1.5, cyan; 1.5–2.0, green; 2.0–2.5, yellow; 2.5–3.0, orange; >3.0, red. (B) Repre-
sentative plots of δ vs. pH for backbone 1H resonances for myristoylated (filled circle) and nonmyristoylated (open square) hisactophilin that show a decrease in
pKapp from ∼7 to ∼6 upon myristoylation as also seen for H75 and H91 (Fig. 4 D and E, main text). Panels are labeled with single residue code and amino acid
number. The backbone amide 1H resonances exhibiting pKapp ∼6 in myristoylated hisactophilin include G2, K7, H12, F34, V36, K42, V43, G49, L53, S54, G56, L67,
H68, H71, F74, H75, H78, I85, H89, H91, Y92, H107, D110, and I118. (C) Representative plots of δ vs. pH plots for backbone 15N resonances for myristoylated (⦁)
and nonmyristoylated (□) hisactophilin that show a decrease in pKapp from ∼7 to ∼6 upon myristoylation as also seen for H75 and H91 (Fig. 4 D and E, main
text). Panels are labeled with single residue code and amino acid number. The backbone amide 15N resonances showing a pKapp ∼6 include G2, N3, R4, A5, F6,
S8, H9, F13, L14, A16, K42, V43, L45, K46, L53, Q60, V61, S64, H66, L73, F74, H75, L76, H78, I85, K86, H89, S94, and I117. The large number of nuclei exhibiting an
apparent pKa of ∼6 in myristoylated hisactophilin indicate that protonation of this ionizable group in themyrseq conformation has effects that are felt through-
out the structure, likely due to the ionizable group being in a buried hydrophobic environment and/or near positively charged groups (which also decreases its
apparent pKa value).
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Fig. S6. NH resonances monitored by 1H-15N HSQC that exhibit no significant changes in apparent pKapp values upon myristoylation. (A) Ribbon diagram of
myristoylated hisactophilin illustrating all 15N (large black spheres) and 1H (small black spheres) that show no significant change in pKapp values. The myristoyl
(pink) is shown in the myrseq conformation. (B) Representative plots of δ vs. pH plots for backbone 1H resonances that show no significant changes in pKapp

upon myristoylation (panels are labeled with single residue code and amino acid number). The amide 1H resonances that show no change include G11, E17,
A20, V21, H33, H35, H39, A44, G99, V101, S102, K104, H106, E115, and I116. (C) Representative plots of δ vs. pH plots for backbone 15N resonances that show no
significant changes in pKapp upon myristoylation (panels are labeled with single residue code and amino acid number). The amide 15N resonances that show no
change include G11, A20, V21, H35, H39, A44, Y62, H68, H90, S94, G99, H100, V101, T103, H106, and I116. The nuclei that show no change are generally at the
periphery of the structure.

Smith et al. www.pnas.org/cgi/doi/10.1073/pnas.1008026107 8 of 11

http://www.pnas.org/cgi/doi/10.1073/pnas.1008026107


Fig. S7. 1HNMR lineshape analysis of I85 andmyristoyl methyl groups in hisactophilin. One-dimensional 1HNMR-monitored pH titration for (A) I85δCH3 and (B)
myristoyl terminal CH3 groups. Measured chemical shift values, δ, at different pH values are shown by ⦁. (C) Lineshape analysis of dynamics of the myristoyl
methyl group as a function of temperature at pH 6.1. Measured NMR spectra are shown as continuous black lines and simulated spectra for the myristoyl
terminal −CH3 group are shown as red lines. Lineshapes were simulated as described previously (9). Limiting values of ν and linewidth for myrseq and myracc in
the simulation were estimated from spectra obtained at pH 7.7 and 5.8, respectively. The values of kin and kout used for the simulated peaks at 1, 10, and 25 °C
are 400 and 3;600 s−1, 7;850 and 25;000 s−1, and 55;000 and 120;000 s−1, respectively. (D) Plots of residuals (i.e., experimental—simulated lineshape data) for
different values of kin and kout at 1 °C. Center plot shows residual for reported values of kin and kout, left plot shows residual when kin and kout are both set 30%
lower than reported values, and right plot shows residual when kin and kout are both set 30% higher than reported values. The residuals give an estimate of
effects of changes in the rate constants on the simulated spectra.
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Table S2. Comparison of CD and fluorescence data

pH CmidCD, M CmidF1, M m1CD,* kcal·mol−1·M−1 m1Fl,* kcal·mol−1·M−1 ΔGU-F;CD,
† kcal·mol−1 ΔGU-F;Fl,

† kcal·mol−1

5.7 1.53 ± 0.03‡ 1.44 ± 0.07 2.63 ± 0.19 2.34 ± 0.22 3.86 ± 0.35 3.22 ± 0.38
5.9 2.07 ± 0.05 2.05 ± 0.23 2.42 ± 0.15 2.40 ± 0.17 4.88 ± 0.32 4.85 ± 0.42
6.7 3.66 ± 0.02 3.71 ± 0.02 2.69 ± 0.19 2.19 ± 0.11 8.30 ± 0.83 7.19 ± 0.43
7.7 5.66 ± 0.03 5.68 ± 0.03 2.23 ± 0.11 2.30 ± 0.12 10.35 ± 0.58 11.34 ± 0.67
9.2 6.64 ± 0.04 6.57 ± 1.04 2.28 ± 0.23 2.43 ± 0.34 13.01 ± 3.73 12.93 ± 2.25

*Equilibrium values were fit using a binomial extrapolation with m2 ¼ 0.072.
†ΔGU-F were calculated as described in Materials and Methods.
‡Errors reported are SD.
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