
Appendix S1. Computation of the confidence band

The problem of drawing a confidence band for a general logistic response curve was solved in [1,2]. Here
we generalize the procedure given in [1] to the case in which m > 1. In the limit of large n, the estimated
α̂i, obtained by maximizing the likelihood of Eq. (6), have a multivariate normal distribution with mean
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and covariance matrix V
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Since V is unknown, we must estimate it from the data. Its estimator V̂ is fixed by

(V̂ −1)ij = −
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Replacing V with V̂ ≈ V, it is possible to show that (Â−A)′V̂−1(Â−A) is approximately distributed
as a χ2 with 2 degrees of freedom, so that, given a confidence level q:

P
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(Â − A)′V̂−1(Â− A) ≤ χ2
2,q

]

= q. (S4)

Using the Cauchy-Schwartz inequality on the vectors Â − A and V̂G, with the scalar product defined
by 〈X,Y〉 ≡ X

′
V̂Y (V̂ is symmetric), one gets

(Â− A)′V̂−1(Â − A) ≥
[(Â − A)′G]2

G′V̂G
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for any vector G, in particular for G = (1, ge, . . . , ge
m). Using the last equation in Eq. (S4), the confidence

interval for gp = A
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m at the confidence level q is
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The confidence band for p(e) is obtained from Eq. (5), since the logistic function is monotonically
increasing:

CI(p(e)) =
(
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)
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For the sake of completeness, we just mention that another different approach is possible in the
computation of confidence bands [3], by simply connecting the single confidence limits of the mean values
of f(e), for each value of e. In this case, given a confidence level q, we can state that, having performed
a large number of experiments, the true unknown value of the mean of f(e), for every value of e, will
lie within the confidence interval for the considered value of e, in a fraction q of the experiments. Note
the difference with the presented method in which the whole curve (i.e. all its points simultaneously) is
required to lie inside the confidence band in a fraction q of experiments.

In this alternative approach the confidence interval for p = f(e) is determined for each value of e. Since
α̂i have a multivariate normal distribution, ĝp has a normal distribution with mean A

′
G and variance

σ2
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Therefore the variable (ĝp−gp)/σ̂gp
, where σ̂gp

is obtained by the above formula by replacing the variance

V with its estimator V̂, is distributed as a Student t with n − 2 degrees of freedom. The confidence
interval for gp is

CIt(gp) = (gmin
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We use the superscript t to denote the Student distribution. However, provided n is large enough (say,
greater than 50), as it should be in the situations in which this method would be applied, the Student
distribution can be safely approximated by the Normal distribution (tn−2,q ≈ zq). The confidence band
for p(e) is obtained as above from Eqs. (5) and (S9).
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