Supplemental Information (1)

Implementations of the four comparison algorithms: PCA-LDA, PCA-SVM, ICA-SVM and
NMF-SVM

We have the following implementations about ther foamparison algorithms. The PCA-
LDA algorithm determines an unknown sample clage tyy employing linear discriminant
analysis (LDA) in a subspace spanned by the prah@pmponents of the training data. The
PCA-SVM (ICA-SVM) algorithm conducts the SVM clasation by projecting the testing
data into the subspace spanned by principal cormper{endependent components) of the
training data. The number of principal componentsthe PCA-LDA and PCA-SVM
algorithms is selected such that their explainedanae percentage (EVP) is 100%. The
explained variance percentage (EVP) is the rativden the accumulative variance from the

selected data and the total data variance. For gearthe explained variance percentgge

from those first r principal components is defined @s = Z)Ii /Z/lj, whered is the data
i=1 i=1
variance from thei" principal component. Alternatively, the number ofdépendent
components is selected as the number of input saipl the ICA-SVM algorithm. The
NMF-SVM algorithm conducts the SVM classificatioor fthe meta-samples of input data
computed through nonnegative matrix factorizatibfMF). It is worthy to note that the
cDNA data need to be converted to their correspandonnegative data before conducting
the NMF-SVM classification. For a datasgt[R"" with negative entries, we simply

convert it to a corresponding nonnegative matrixXby= X +2(1x |8 |), where @ is the

minimum negative entry irX and1 is apxn matrix with all ‘1’ entries. Such a transform
guarantees that the minimum entryXnis the absolute value of the minimum negative entry

of X. Although another transforid” = X + (Ix |6 ]) is also theoretically feasible, it may lead

to X* with many zeros for the ‘breast_2’ data and causmesconvergence difficulties in
nonnegative matrix factorizations. Since thereaoptimal rank selection method available
in NMF, we try matrix decomposition ranks from 210 in the NMF-SVM algorithm for all
profiles. The final average classification ratesédected as the average classification rate at
the rank where the NMF-SVM algorithm achieves tastlperformance.



