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SI Materials and Methods
Animal Preparation and Anesthesia. All animal experiments de-
scribed here were performed following the rules of the In-
ternational Council for Laboratory Animal Science, European
Union regulation 86/609/EEC, and were approved by the Ethical
Committee for Animal Research of Hospital Nacional de Par-
apléjicos. Data were collected from six male adult Wistar rats
(250–350 g) anesthetized with i.p. urethane (1.5 g/kg). This an-
esthetic was chosen because it allows consistent single-neuron
VPM recordings to be performed through long stimulation
protocols (1). The state of anesthesia was monitored by checking
the absence of vibrissal movements and tail pinch withdrawal
reflex, to maintain a constant level of anesthesia at stage III-3/4
(2). Supplemental doses were applied throughout the course of
the experiments when necessary (1/4 of the original dose). The
body temperature was kept constant at 37 °C by means of an
electric heating pad controlled by a rectal temperature sensor.

Whisker-Pad Stimulators. Before starting the surgery for the
electrophysiological recordings, we implanted eight electrical
whisker stimulators in the whisker pad. The rationale for using
electrical stimuli instead of mechanical stimuli was to minimize
any contribution of direction selectively (3–8) on the information
conveyed about stimulus location. The insertion technique is
similar to the one described by Moxon et al. (9). Briefly, each
stimulator consisted of a Teflon insulated twisted pair of stain-
less steel wires (California Wire). Insulation was stripped on one
end of the wires for 1 mm, and the two wires were then offset by
2–3 mm to avoid short circuit and bent to form a hook that
served to anchor the stimulator at the base of the specific
whisker. A small incision (1 cm) was made on the left side of the
facew2 cm caudal to the vibrissal area. Then, a regular 30-gauge
needle was used to tunnel each whisker-pad stimulator under the
skin to a specific whisker. The whisker-pad stimulators were
anchored to eight whiskers [A (2, 4), C (1, 3, 5), and E (1, 3, 5)],
so that there was always at least one whisker that separated each
stimulator in all directions. The final position of each stimulator
was checked by sending short pulses of current (50 μs) through
the specific whisker pad to elicit muscle activation. For each
stimulator, the intensity of the pulses (0.2–1 mA) was adjusted so
that the corresponding whisker movedw2 mm at 5 mm from the
base in any direction. To ensure that no other whiskers were
moving, the stimulated whisker was observed under magnifica-
tion using a stereomicroscope (LEICA M300; Leica Micro-
systems). Finally, a suture point near the original incision on the
face was used to avoid relative movement of the stimulator with
respect to the face. The above procedure was repeated until all
eight stimulators were implanted. The rationale of using pulses
of short duration (50 μs) was to reproduce impulsive stimuli, to
maximize the overall responsiveness of VPM neurons, which can
be selective to different kinetic features of whisker stimuli (10).

Electrophysiological Recordings. After all whisker-pad stimulators
were implanted and the wire ends secured in place, the animal’s
head was fixed in a stereotaxic frame (SR-6R; Narishige Scien-
tific Instruments). Craniotomies were drilled over the right
hemisphere above the VPM nucleus at −3 to −5 mm antero-
posterior and 3–5 mm medio-lateral from bregma (11). Pairs of
VPM neurons were recorded simultaneously by using two high-
impedance tungsten electrodes (2–4 MOhms at 1 kHz). Elec-
trodes were slowly and independently lowered down to the VPM
(4–6 mm ventro-dorsal) at a speed of w100 μm/min by means of

hydraulic micromanipulators (Narishige Scientific Instruments).
The continuous signal recorded at the electrode was band-passed
(200 Hz to 7 kHz), amplified (Neurolog; Digitimer), digitized at
20 kHz (CED), and stored for off-line analysis. The digitized
signal was shown on a computer screen connected to a CED
system, using Spike 2 software (v5.03; CED). Electrical activity
from each of the electrodes was monitored on the screen during
the descent to the VPM.

Stimulation Protocol.Once at least a single neuron was isolated at
each electrode in the VPM, a stimulation protocol was per-
formed, using two of the eight whisker-pad stimulators. The
whisker-pad stimulators used were selected so that each stimu-
lator was required to activate at least one of the neurons and to
minimize the artifact due to electrical stimulation. The intensity
for each pulse, as previously defined, ranged from 0.2 to 1 mA. A
train of 1,600 electrical stimuli was applied through the whisker-
pad stimulators, with an interstimulus interval of at least 2 s plus
an average random interval of 200 ms, alternating between the
two whisker-pad stimulators (800 stimuli to each whisker-pad
stimulator). Once the protocol was completed, the electrodes
were moved to identify additional pairs of neurons. All stimuli
were generated using a Master-8 electrical stimulator (AMPI),
with ISO-Flex stimulus isolators (AMPI).

Single-Neuron Discrimination. Neurons were discriminated offline
using Plexon offline software. Spikes were extracted from the raw
signal by setting a threshold of at least 6× the SD of the amplitude
of the analog signal. Discrimination between single neurons was
meticulously achieved with offline analysis, on the basis of the
shape of the action potentials, using voltage threshold methods,
spike sorting protocols, and template matching algorithms in
a complementary way (12, 13).

Dataset. A total of 48 neurons were discriminated from the six
animals during 10 stimulation protocols. For each neuron we
computed a peri-stimulus time histogram (PSTH) (14) around
the time of stimulus for each stimulator (location). We first
determined whether neurons were responsive to the stimuli, by
measuring the background activity, defined as the average firing
rate (Hz) in a 400-ms period before the stimulus, and the re-
sponse magnitude, defined as the average number of spikes
(spikes per stimulus) emitted in a 20-ms poststimulus window. A
neuron was considered responsive if the response magnitude was
greater than three times the background firing rate in a window
equivalent to the poststimulus window (both expressed in spikes
per stimulus). Only responsive neurons (n= 40) were considered
for further analyses. Of these neurons, 11 contributed to only
one pair, 18 contributed to two pairs, and 11 to three pairs. In all
pairs the 2 neurons were always recorded from different elec-
trodes. The overall dataset consisted of 40 single neurons,
combined in 40 pairs.

Data Analysis. Assessing trial-to-trial spike-count variability. To quan-
tify the trial-to-trial spike-count variability in the response of
VPM neurons to the stimuli, we used the Fano factor, which was
measured as the ratio between the variance and the mean (across
trials) of the number of spikes emitted in a poststimulus window
of 20 ms. For a Poisson process the theoretical Fano factor = 1.
However, when only a finite number of Poisson trials are ex-
perimentally available, the measured Fano factor is not exactly 1
and asymptotically follows a gamma distribution with dependence
on the number of trials (15). In our experimental conditions (800
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trials), the 95% confidence interval for the Fano factor of a Pois-
son process is between 0.9 and 1.1. Therefore, we considered our
neurons to display sub-Poisson firing only if the Fano factor was
<0.9. On the one hand, Poisson firing represents a response vari-
ability characterized by absence of autocorrelation in the spike
count: If a spike occurs, the probability of observing a second spike
is the same as for the first spike, because all spikes are completely
independent. On the other hand, sub-Poisson firing represents
a response variability characterized by autocorrelation in the spike
count (16): If a spike occurs, the probability of observing a second
spike decreases (or increases). In the following sections we
equivalently refer to information due to trial-to-trial spike-count
variability or due to count autocorrelations.
Information conveyed by trial-to-trial spike-count variability in single
neurons. To rigorously assess the contribution of trial-to-trial
spike-count variability (i.e., count autocorrelations) to the in-
formation conveyed about stimulus location by single-neuron
responses, we used our general Poisson exact breakdown of the
mutual information (17). In brief, we first estimated the in-
formation (Îlin) obtained by substituting the probability dis-
tributions of the responses with equivalent Poisson distributions,
with mean (μ) equal to the average number of spikes emitted by
the neuron in the poststimulus window. For example, the
equivalent Poisson probability that the response (r) of a neuron
is equal to k spikes is given by P̂ðr ¼ kÞ ¼ μke− μ=k!. We then
calculated the information (I) considering the probability dis-
tributions of the recorded responses (P(r = k)). By taking the
difference between these two measures of information, we ob-
tained an estimate of the amount of information (Îcor-auto) con-
veyed by trial-to-trial spike-count variability (i.e., count
autocorrelations). For single neurons, this information can be
expressed by the formula

Îcor-auto ¼ I − Îlin ¼ HðRÞ−HðRj SÞ− ðHðR̂Þ−HðR̂jSÞÞ;

where H(R) and HðR̂Þ are the entropies of the single-neuron
responses R and of the equivalent Poisson responses R̂, and H
(RjS) and HðR̂jSÞ are the corresponding entropies conditional to
the stimuli S. Note that throughout the paper the “hat” (^)
always indicates the use, at least in part, of Poisson equivalent
distributions.
Contribution of the variability within neurons to the redundancy between
neurons. To quantify the contribution of each neuron to the in-
formation conveyed by the respective pair, we calculated the total
amount of information carried by the pair (I) and the amount of
information carried by each neuron of the pair as if they were
independent (Ilin),

I ¼ HðRÞ−HðRjSÞ

Ilin ¼
X
i¼1;2

h
HðRNiÞ−HðRNi jSÞ

i
;

where H(R) and H(RjS) are the entropy and the conditional
entropy of the observed responses R of the neuron pair, and
H(RN) and H(RN jS) are the entropy and the conditional entropy
of the observed responses of one of the neurons of the pair (Ni).
The difference between these two quantities (I − Ilin) is usually
referred to as the synergy/redundancy term Δsyn (18, 19) and we
used it to determine whether the neurons are synergic (positive
difference) or redundant (negative difference) with respect to the
pair. For each pair, we estimated both the Ilin and the Δsyn terms,
considering an increasing poststimulus time window ranging
from 0 to 20 ms.

The role of synergy and redundancy can be assessed by mea-
suring the similarity (Isig-sim) in the conditional probabilities of the
responses across stimuli (i.e., signal similarity) or by measuring the
cross-correlations (Icor) between the conditional responses of the
neurons across stimuli trials (i.e., noise correlations) (18–21).
These terms were quantified by entropy differences as

Isig-sim ¼ HindðRÞ−
X
i¼1;2

HðRNiÞ

Icor ¼ −HindðRÞ þHðRÞ−HðRjSÞ þ
X
i¼1;2

HðRNi jSÞ;

where Hind(R) is the entropy that the observed responses would
have if neurons were independent. For each pair, we then com-
pared the information extracted by the two terms, considering
increasing poststimulus time windows ranging from 0 to 20 ms.
When considering more than one neuron, autocorrelations

from different neurons can interact, contributing to the signal
similarity between neurons (16). To estimate this contribution of
variability within neurons to the redundancy between neurons
(Îsig-sim-auto), we calculated the redundancy due to the observed
responses (Isig-sim) and subtracted from it the amount of re-
dundancy that would be obtained if the neurons where free of
autocorrelation (Îsig-sim). This result can be written as

Îsig-sim-auto ¼ Isig-sim − Îsig-sim

¼ HindðRÞ−
X
i¼1;2

½HðRNiÞ�−
 
HindðR̂Þ−

X
i¼1;2

�
HðR̂NiÞ�

!
;

where Hind(R) and HindðR̂Þ are the entropies the responses
would have if neurons were independent, considering the ob-
served or the equivalent Poisson responses, respectively. The
sum of the two autocorrelation terms (Îcor-auto = Îlin-auto +
Îsig-sim-auto) of the general Poisson exact breakdown (16, 17)
was then used to quantify the net effect of count autocorrelations
(i.e., trial-to-trial spike-count variability) on the information con-
veyed by the pairs of neurons.
All information analyses were performed on poststimulus time

windows of increasing size, from 1 ms to 20 ms poststimulus.
Bias correction. Information theory measures are affected by the
well-known bias introduced by limited sampling of the observed
neural responses (22). In our dataset, the maximum number of
responses to a stimulus was 7 for single neurons and 49 for pairs
of neurons. Because the number of trials was 800, the ratio of the
responses to trials �R=N was 0.009 for single neurons and 0.061
for pairs of neurons. We therefore could use the quadratic ex-
trapolation correction for the bias, which was proved to provide
good performance for �R=N < 0:25 (22). The bias correction
procedure was implemented using the Information Breakdown
Toolbox (ibTB) (23). We did not correct for the bias those terms
in which the observed probabilities of the responses were
substituted with equivalent Poisson probabilities because these
probabilities depend only on one parameter (average number of
spikes emitted), which is very well sampled using 800 trials per
stimulus.
Statistical analyses.Values of information are given as mean ± SD.
Comparisons between information values were performed with
paired t tests after logarithmic transformation. Pearson’s corre-
lation coefficient was used for correlations between measures.
Results were considered statistically significant at P < 0.05.
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Table S1. Basic neurophysiological properties of the recorded
responses of single VPM neurons (n = 40)

Stimulus 1 Stimulus 2

Background (Hz) 0.35 ± 0.64 0.37 ± 0.69
Response magnitude (spikes

per stimulus)
0.56 ± 0.33 0.15 ± 0.22

Fano factor 0.68 ± 0.31 1.04 ± 0.43
First-spike latency (ms) 6.1 ± 4.5 10.2 ± 8.5
First-spike jitter (ms) 2.4 ± 2.5 4.7 ± 4.1

For each neuron, stimulus 1 represents the location that elicited the
greatest response magnitude.
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