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SUPPLEMENTARY DATA 

Availability of synthetic genetic diversity 

Promoters are one of the pivotal elements to engineer regulatory circuits with 

functional behavior. Promoters could be evolved by random mutagenesis process, 

followed by screening to select the sequences of interest [S1]. The pool of new 

promoters can be characterized by using a suitable mathematical model, with kinetic 

parameters fitted from experimental data. Constitutive promoter libraries have been 

also constructed from bacterial [S2] and phage (T7) [S3] promoters. Examples of 

synthetic repressible/inducible promoters are based on well-studied systems such as 

phages, in particular the mutated λR promoter [S4] or the T7 promoter carrying the lac 

operator (lacO) [S5]. Moreover, Collins group has recently constructed a library of tet 

and lac promoters in yeast [S6]. After characterizing these regulatory elements, they 

combined them to design functional and predictable circuits. 

Combinatorial promoters allow the cell to perform computations in 

multifaceted environments to adopt a given gene profile [S7]. For Synthetic Biology, 

such promoters can integrate different signals allowing the design of complex signal-

processing circuits. Although in Nature there are a lot of examples of promoters 

controlled by many regulators, synthetic applications have used no more than three 

transcription factors. In the past, Joung and coworkers illustrated the engineering of 

combinatorial promoters by placing together different operators, in particular crpO 

and λRMO [S8]. More of a decade after, many combinatorial promoters have been 

designed and even integrated in functional circuits, such as the integration of λRO and 

luxO (to construct a pulse-generating circuit) [S9], lacO and luxO [S10], lacO and 

λRMO [S11], lacO and araO (to construct a fast oscillator) [S12], and lacO-modified 

glnA promoter (to construct an oscillatory-bistable circuit) [S13]. At more large scale, 
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Elowitz and coworkers developed a library of combinatorial promoters based on LacI, 

TetR, AraC and LuxR to work in bacteria [S14], whereas Collins group reengineered 

the GAL1 yeast promoter with different tetO at different positions [S15].   

Another strategy to generate genetic diversity consists in mutating the binding 

domain of the transcription factor. Recently, it has been engineered a library of tet 

repressor mutants, which have specificity for a synthetic operator containing four 

base-pair replacements [S16]. Importantly, the mutant collection is orthogonal to the 

wild-type TetR. Moreover, zinc-finger proteins offer the possibility of engineering 

specific regulatory elements working in several organisms, taking advantage of the 

modular composition of the helixes and the specific DNA-binding domains [S17]. 

Furthermore, post-transcriptional regulatory elements can control protein 

expression, thus adding more richness to the design. There are different mechanisms 

by which small non-coding RNAs that bind to their mRNA target perform regulation 

at this level. The design principles from natural examples are exploited to reengineer 

synthetic systems. For instance, chemical compounds or small trans-RNAs can 

trigger riboswitches [S18,S19] or repress tRNAs to avoid stop codons [S20]. 

Importantly, these systems can be used in series together with transcription control 

elements. On the other hand, in addition to libraries of ribosome binding sites, 

computational framework allows creating a sequence à la carte for a specific 

translation rate of a target protein [S21]. Remarkably, riboregulation at a high 

transcription rates produces less noise levels then allowing a more precise control of 

protein expression [S22]. 
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Mathematical expression for transcription rate 

The transcription rate f(y,u) we use here is based on Hill-type functions [S7,S23]. 

Accordingly, this term usually reads 
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ν = α0 +αR(y,u)
1+R(y,u)

,  (S1) 

where α0 and α are the transcription rates of free and bound promoter, respectively. In 

case of transcriptional activation α0<α, whereas α0>α for repression. For protein y, θ 

is the regulatory coefficient (it may be viewed as the apparent dissociation constant of 

protein-DNA) and ν  the Hill coefficient (it may be viewed as the degree of 

multimerization). For cofactor u, ϑ and σ are the corresponding regulatory and Hill 

coefficients, respectively. In addition, using the previous formalism and denoting by 

R(y) the regulatory factor (e.g., R(y)=(y/θ)ν in absence of cofactor molecule), we can 

account for combinatorial regulation [S7]. For illustrative purposes, let us show a 

function of two regulators  

€ 

f(y1, y2 ) =
α0 +α1R(y1)+α2R(y2 )+α12ωR(y1)R(y2 )

1+R(y1)+R(y2 )+ωR(y1)R(y2 )
,  (S2) 

where ω is the cooperation coefficient. For competitive binding ω<1 and for 

cooperative binding ω>1; ω=1 corresponds to independent binding. It is important to 

point out that the equations (S1) and (S2) are derived from single kinetic reactions by 

assuming a quasi-steady state (i.e., binding reactions much faster than transcription) 

and neglecting the amount of protein bound to DNA with respect to the one that is 

free.  
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Stochastic simulation via Langevin model 

To perform stochastic simulations, we use a Langevin formulation accounting for 

intrinsic and extrinsic noise [S24,S25]. In that case, the model reads 

€ 

dxi
dt

= Cf(y j, u j ) − (δ+µ)xi+ Cf(y j, u j ) + (δ+µ)xiξxi (t) + qgξg (t)  (S3) 

and 

€ 

dyi
dt

= g(xi, x j ) − (β+µ)yi+ g(xi, x j ) + (β+µ)yiξyi (t) + qgξg (t)  (S4) 

where 

€ 

ξ i(t)  are Wiener processes, with statistics 

€ 

ξ i(t) = 0  and 

€ 

ξ i(t)ξ i(t ') = δ(t '−t) 

for the intrinsic noise, and 

€ 

ξg (t) = 0 and 

€ 

ξg (t)ξg (t') =
µ
2
e−µ t '−t  for extrinsic noise, 

because it is exponentially distributed and its autocorrelation time is given by the cell 

doubling time (µ represents growth rate) [S26]. The parameter qg gives the amplitude 

for that noise, and in case of only considering intrinsic noise we set qg=0. To solve 

these equations, we consider the noise term constant in one time interval [S27]. Then, 

for a generic system 

€ 

dx /dt = P(x) +Q(x)ξ(t) + qgξg (t), and given z1 and z2 two 

Gaussian standard normally distributed random numbers, the solution reads 

€ 

x(t + Δt) = x(t) + P(x(s))ds+
t

t+Δt
∫ z1Q(x(t)) Δt + qgξg (t), (S5) 

with 

€ 

ξg (t + Δt) = e−µΔtξg (t) + z2µ Δt . (S6) 

Computationally, we solve deterministically the system in one time interval and then 

apply a stochastic perturbation to update the solution. These values were used as 

initial conditions to solve the next time interval. Likewise, we solve the stochastic 

dynamics for the whole time domain. 
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Post-processing the dynamics of a set of circuits 

After simulating a large set of circuits, the dynamics of each for every input condition 

is stored for post-processing. As opposite to the optimization stage, where a fitness 

function is computed to in silico evolve the circuit, now a Boolean function is applied 

to indentify a functional circuit. For instance, a circuit that changes its output 

concentration more than 10-fold according to one external inducer will be considered 

as a YES gate (using a fold-change threshold of F=10). This allows selecting 

functional circuits not by their absolute concentrations but by their relative expression 

levels of operation, thanks to the consideration of such a fold-change threshold. In 

case of an AND gate (and also extensible to other logic gates), the four entries of the 

truth table (X00, X01, X10 and X11, being Xij the output concentration for input levels i 

and j) have to be satisfied by ensuring that X11 > F X00, X11 > F X01, and X11 > F X10. 

In case of an amplitude filter, we have to ensure that X1/2 > F X0 and X1/2 > F X1. In 

case of an oscillator, the circuit has not to reach a stable steady state. We also 

considered circuits with damped oscillatory dynamics during a large time.  

When the stochasticity of the cell is taken into account, we imposed a further 

condition to ensure that noise does not affect the functional behavior of the circuit, 

which for a YES gate turns into 

€ 

X1 > F X0  and 

€ 

X1 −ΔX1 > X0 + ΔX0. This can 

be extended to other behaviors. To distinguish between oscillations and noise in 

stochastic simulations, we passed to the Fourier space, identifying the existence of 

oscillations when the mass of the power spectral density is concentrated around a 

given frequency. For that, we used an algorithm based on the fast Fourier transform, 

avoiding very high and very low frequencies. 
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Additional Figures 

 

Figure S1: FFL-based gene circuits for working as inverse amplitude filters. 
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Figure S2: (A) Scheme of a genetic circuit automatically designed to function as an 

amplitude filter. IPTG is the input of the system and λ-cI is the output gene. The 

circuit is constructed by using six parts from the library. The mathematical model is 

provided in SBML format in the Supplementary File sbml.zip. (B) Transfer function 

of the circuit relating the expression of λ-cI (in steady state) to the concentration of 

IPTG. Normalized IPTG is the ratio between the concentration of IPTG and its 

dissociation constant with LacI. 
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Figure S3: Scheme of two two-gene circuits for working as memory-like devices with 

an activator-repressor core, together with their dynamics showing bistability and a 

meta-stable state. 
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Figure S4: Scheme of two two-gene circuits for working as memory-like devices with 

an activator-repressor core, together with their phase diagrams for two different 

parameter sets. Blue lines are the nullclines for gene X and red ones for gene Y. Filled 

circles represent stable steady states, whereas open circles unstable states. These two 

systems, with a proper parameterization, can reach bistability and meta-tristability. 
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Figure S5: (a) Scheme of a genetic circuit automatically designed to function as a 

two-pulse counter. IPTG is the input of the system and λ-cI is the output gene. The 

circuit is constructed by using four parts from the library. The mathematical model is 

provided in SBML format in the Supplementary File sbml.zip. (b) Dynamical 

behavior of the circuit responding to none, one (the first or the second) or two pulses 

of IPTG. The first pulse is applied at 200 minutes, and the second 50 minutes later. As 

design specification, the pulse length is 10 minutes. Normalized IPTG is the ratio 

between the concentration of IPTG and its dissociation constant with LacI. (c) Circuit 

behavior (number of pulses that is able to count) as a function of the pulse length and 

interval. 
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Figure S6: (A) Scheme of a genetic circuit automatically designed to function as a 

tunable timer. IPTG and Arabinose are the inputs of the system and λ-cI is the output 

gene. The circuit is constructed by using seven parts from the library. The 

mathematical model is provided in SBML format in the Supplementary File sbml.zip. 

(B) Dynamical behavior of the circuit responding to a step of Arabinose applied at 

100 minutes without IPTG in the medium. (C) Transfer function of the circuit relating 

the time lag (time to reach the 95% of the steady state) to the concentration of IPTG. 

Normalized IPTG is the ratio between the concentration of IPTG and its dissociation 

constant with LacI. 
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Figure S7: (A) Design of a delay-based oscillator coupled to an upstream module 

working as a tristable. (B) Output dynamics for each state. AU denotes arbitrary units. 
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Figure S8: Genetic cores that define the design space of functional circuits provided 

the library of composable parts (promoters and coding regions) shown in Fig. 5. 
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Fig. S9: Dynamical spectrum of the library by exhaustive exploration of different 

samplings of assembled circuits (about the 0.2% of the circuits). We represent the 

percentage of circuits that behave as oscillators, amplitude filters, memories, and logic 

gates (designability). To differentiate between two states of a circuit, we imposed at 

least one order of magnitude in concentration.  
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Fig. S10: Dynamical spectrum of the library by exhaustive exploration of one 

sampling of assembled circuits (about the 0.2% of the circuits) using stochastic 

simulation. We represent the percentage of circuits that behave as oscillators, 

amplitude filters, memories, and logic gates (designability). To differentiate between 

two states of a circuit, we imposed at least one order of magnitude in concentration 

and avoidance of overlapping in concentration due to the noise.  
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Fig. S11: Design by optimization of circuits that minimize the noise in protein 

expression (measured as the coefficient of variation of the dynamics, i.e., 

€ 

ηY = ΔY / Y ). We used stochastic simulations accounting for both intrinsic and 

extrinsic noise sources (with qg=1). The mathematical models are provided in SBML 

format in the Supplementary File sbml.zip. The optimization method also gave a 

circuit with two independent polycistronic repressors (NOR-like promoter) as a way 

of reducing the noise in the output by increasing the nonlinearity of the promoter. 
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Additional Tables 

Table S1: Percentage of circuits with a given behavior as a function of the fold-

change imposed to differentiate two states (high/low concentration). 

F Oscil. A. Filter Memory YES/NOT AND NAND OR NOR 

1 1.028 0.1576 0.916 41.271 6.441 0.0002 1.455 0.0010 

10 1.028 0.0155 0.436 25.172 2.162 0.0002 0.148 0.0010 

100 1.028 0 0.374 9.874 0.198 0.0002 0.008 0.0002 

 

Table S2: Number of circuits in common between two functions. In brackets, the 

corresponding P-values by bootstrapping (1000 replicates). 

 Oscillators A. Filters Memories 2D Logic Gates 

Oscillators 5160 16 (<10-4) 36 (0.11) 804 (<10-4) 

A. Filter - 78 0 (-) 62 (<10-4) 

Memories - - 2188 351 (<10-4) 

2D Logic Gates - - - 11099 

 

Table S3: Number of circuits with multiple functions (oscillator, amplitude filter, 

memory, or 2D logic gate). 

 1 function 2 functions 3 functions 4 functions 

Circuits 16044 1212 19 0 
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Additional Files 

The mathematical models of the designed circuits shown in Figs. 2, 3, 4, 7, S2, S4, 

S5, S6, and S11 as well as the library of composable part models shown in Fig. 5, are 

provided in SBML format in the Supplementary File sbml.zip. 
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