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Detailed Methods. Simulations. The fully atomistic molecular
dynamics (MD) simulation system is shown in Fig. 1 of the main
text. The system includes 115 lipid molecules (65 in the bottom
and 50 in the top leaflet), 7,630 water molecules, and ∼150 mL
KCl, corresponding to 15 Kþ and 23 Cl− ions (for electroneutral-
ity), totaling ∼43;770 atoms. The CHARMM program (1) (ver-
sion 32), with the PARAM27 force field (2) [lipids (3, 4) and
TIP3P water (5)], including CMAP corrections (6) have been
used for all simulations.

Electrostatics were computed using the Particle Mesh Ewald
algorithm (7), a 12 Å Lennard-Jones truncation, and bonds to
H atoms were maintained with the SHAKE algorithm (8). Simu-
lations were performed under constant normal pressure (1 atm)
with an extended Lagrangian (9, 10) and temperature (330 K,
above the dipalmitoylphosphatidylcholine, DPPC, gel phase tran-
sition temperature) was controlled by a Nose-Hoover thermostat
(11, 12). Hexagonal periodic boundary conditions with xy-trans-
lation length of ∼77 Å and average height of ∼90 Å was pre-
served with piston mass of 750 amu) and collision frequency
5 ps−1. To prevent protein drift in the xy plane, a cylindrical con-
straint of 5 kcal∕mol∕Å2 was applied to the center of mass
(COM) of KcsA, and a 5 kcal∕mol∕Å2 planar constraint in z-di-
rection was also applied to the lipid membrane COM (neither
constraint having any effect on results).

It is known that CHARMM describes hydration free energies
well without any force field modification (13, 14), yet ion-carbo-
nyl Lennard-Jones parameters have been modified to ensure cor-
rect solvation in N-methylacetamide (NMA) (14–16). Absolute
free energies of Kþ solvation in water and NMA are −79.6 kcal∕
mol (13) and −83.2 kcal∕mol, respectively (17, 18), while those
for Naþ are −98.1 and −99.9 kcal∕mol (19).

It has been previously reported that the carbonyl groups of
Val76 may flip away in the wild-type KcsA selectivity filter during
MD simulations (14, 20–22), possibly associated with C-type
inactivation (22–24). In order to only capture conducting confor-
mations, a weak harmonic dihedral constraint with force constant
0.0030 kcal∕mol∕ deg2, centered on −90°, was applied to ψ dihe-
dral angles of each Val76.

Free energy perturbation.Free energy perturbation calculations for
individual sites involved multiple biased simulations. The ion was
either held near the crystallographic Kþ site centered at the
COM of eight carbonyls, or in the plane of the four carbonyls.
Planar harmonic potentials of 60 kcal∕mol∕Å2, 10 kcal∕mol∕Å2,
and 2.5 kcal∕mol∕Å2, were used, allowing root mean square fluc-
tuations of ∼0.1, 0.25, and 0.5 Å, respectively. For unconstrained
ΔΔG calculations, simulations were carried out with the ion of
interest free to move, but with flat-bottom constraints applied
to ensure the S0 ion stays within the selectivity filter region
(−8 < z < 10 Å).

Initially, free energy perturbation (FEP) (25, 26) calculations
were performed via Thermodynamic Integration (TI) (27) or
Weighted Histogram Analysis Method (WHAM) (28, 29), using
a linear coupling scheme with 11 windows from λ ¼ 0 to 1, each of
which runs for 0.25 ns for equilibration, followed by 0.5 ns for
production. To sample each binding site, we carried out a total of
six (for S0 or S4) or nine (for S1, S2 or S3) constrained simula-
tions, for each of the 11 windows: i.e., in each of the lower plane,
cage, or upper plane of the site using constraints of three different
strengths (2.5, 10, 60 kcal∕mol∕Å2, corresponding to root mean

square fluctuation values of 0.5, 0.25, and 0.1 Å, respectively). In
bulk solution, six independent free energy perturbations were
carried out, spanning 27.5–30 Å in 0.25 Å steps, apart, held with
10 kcal∕mol∕Å2, near the edge of simulation box.

For individual sites we have also calculated relative free ener-
gies using Bennett Overlapping Histograms (BOH) (30–32). In
this method, one seeks an overlap of normalized histograms
(probability distributions) of energy difference, ĤKþðΔUÞ and
ĤNaþðΔUÞ, obtained from the Kþ (λ ¼ 0) or Naþ (λ ¼ 1) simula-
tions respectively, such that

ĤNaþðΔUÞ
ĤKþðΔUÞ

¼ e−ðΔU−ΔGKþ→Naþ Þ∕kT; [S1a]

where k is Boltzmann's constant, or, equivalently,

−kT ln
ĤNaþðΔUÞ
ĤKþðΔUÞ

¼ ΔU − ΔGKþ→Naþ [S1b]

seeking the perturbation energy, ΔU, where the ratio of densities
equals unity (i.e., ΔU → ΔG). Following Bennett (30–32), the
free energy difference, ΔG, is estimated from the plateau of
difference between two functions,

gKþðΔUÞ ¼ ln ĤKþðΔUÞ − 1

2
βΔU;

gNaþðΔUÞ ¼ ln ĤNaþðΔUÞ − 1

2
βΔU

[S2a]

such that,

gNaþðΔUÞ − gKþðΔUÞ ¼ βΔG [S2b]

over the energy regions where two probability distributions (or
histograms) overlap. We also applied the Bennett-Hummer Least
Square (BHLS) approach (33, 34), where free energy difference
is determined by least square plot of Eq. S1b, whose slope and
intersection are kT and −ΔG∕kT, respectively. Though less sta-
tistically reliable, the free energy difference can be estimated by
the energy difference at the histogram intersection (HI) (35).

One can also see ΔG emerge by rearranging Eq. S1a (remov-
ing subscript Kþ → Naþ for brevity)

ĤKþðΔUÞe−ΔU∕kT ¼ ĤNaþðΔUÞe−ΔG∕kT [S3]

and integrating over energy to find,
Z

ĤKþðΔUÞe−ΔU∕kTdΔU ¼ e−ΔG∕kT
Z

ĤNaþðΔUÞdΔU

¼ e−ΔG∕kT: [S4]

Improved measures can be obtained by using the Bennett Accep-
tance Ratio (BAR) method (30). BAR is capable of achieving
the smallest error for alchemical mutations and solvation free
energies in the large sampling limit (36). Optimal estimation
of free energy difference emerges from the following iterative
equation with unnormalized histograms of energy difference
HKþ;NaþðΔUÞ,
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ΔG ¼ kT ln
∑
ΔU

HKþðΔUÞf ðΔU − ΔG −MÞ

∑
ΔU

HNaþðΔUÞf ð−ΔU þ ΔGþMÞ þ ΔG; [S5]

where M ¼ kT ln nNa∕nK with nK and nNa being the number
of MD simulation steps in each state, and where f is the Fermi
function, f ðxÞ ¼ 1∕ð1þ expðx∕kTÞÞ. We have solved Eq. S5 in a
iterative manner with the criterion for convergence (30),

∑
ΔU

HNaþðΔUÞf ð−ΔU þ ΔGþMÞ

¼ ∑
ΔU

HKþðΔUÞf ðΔU − ΔG −MÞ: [S6]

To overcome poorly overlapping histograms that arise when ions
are not restrained, we have shown that they can instead be built
up from trajectories sampled during the Umbrella Sampling (US)
simulations, detailed in the next section. E.g.,

HKþðΔUÞ ¼
Z

z1

z0

HKþðΔUjzÞρ̂KþðzÞdz; [S7]

where HKþðΔUjzÞ is the conditional biased histogram of energy
difference ΔU given a particular value of z, obtained by analysis
of US trajectories, and ρ̂KþðzÞ is the normalized histogram (prob-
ability density) as function of position, obtained from the poten-
tial of mean force (PMF, WKþðzÞ), as done for Na+, via

ρ̂KþðzÞ ¼ e−WKþ ðzÞ∕kTR
z1
z0
e−WKþ ðzÞ∕kTdz

; ρ̂NaþðzÞ ¼
e−WNaþ ðzÞ∕kTR

z1
z0
e−WNaþ ðzÞ∕kTdz

:

[S8]

By substitution of Eq. S7 into Eq. S5 and Eq. S6 using BAR with
US (BAR-US), as done for our main results in Table 1 of the main
text, the problems associated with an endpoint calculation of the
FEP for the Kþ → Naþ transition disappear, because the config-
urational space for both the Kþ and Naþ ions is well sampled via
US, assuming the coordinate (z) is a good coordinate for mapping
configurational space (3N-D) into energy difference space [one-
dimensional (1D)] via HKþ ;NaþðΔUjzÞ in Eq. S7.

Eq. S7 has also been used within Eq. S3 to estimate the free
energy difference using the methods of BOH-US and BHLS-US.
In addition, Eq. S7 is easily extended to multidimensional US
simulations. For example, we have used the three-dimensional
(3D) free energy surface (see below) as a function of the position
of the S2 ion (z2) and the relative positions of ion 1 and ion 3 to
this ion, in a S0∕S2∕S4 configuration,

HKþðΔUÞ

¼
ZZZ

HKþðΔUjz2;Δz12;Δz13Þρ̂Kþðz2;Δz12;Δz13Þdz2dΔz12dΔz13:
[S9]

This equation was used with Eq. S6 and Eq. S7 to evaluate free
energy difference across S2 (BAR-3D in Table 1).

Free energy profiles. By combining the trajectories from biased
simulations with dedicated US (37) simulations, 1D PMFs have
been computed across S0, S1, S2, S3, and S4 sites. We simulated
14–16 additional US windows for s1, s2, and s3, maintained with a
force constant of 10 kcal∕mol∕Å2, spanning the lower plane,
cage, and upper plane of a site in 0.25 Å steps, with each window
run for 1–1.5 ns and combined with the other 6–9 windows within
a single WHAM analysis. The chosen reaction coordinate was the

z-position of the ion relative to the z-component of the COM of
the eight carbonyl groups of the site, which was then transformed
into a common coordinate (relative to the COM of the entire fil-
ter) by adding the z-component of COM of the site. For some
extreme positions of the ion being studied, other ions may tend
to move (see The Challenge of Multi-ion Movements of the main
text), but have been kept from escaping the filter by applying
steep flat-bottom potentials. To stop an ion in S4 leaving to
the cavity, the lower bound was placed at z ¼ −8 Å (results were
found to be independent of the position of this constraint when
moved by 0.5 Å; not shown), while to stop an ion in S0 escaping to
the outside, an upper bound was placed at z ¼ 10 Å.

Observations of multiple ion movements led us to carry out
two-dimensional (2D) and 3D US to compute the free energy
surface governing the movements of S1 and S3 Kþ and Naþ ions,
as well as for the movements of S0, S2, and S4 ions where the S2
ion was either a Kþ or a Naþ ion. For the case of the 2D free
energy surface for S1∕S3 movements, nine umbrellas were used
for S1(S3), spanning 3 to 7 Å (−4.5 to −0.5 Å) and six for the
S1–S3 distance, spanning 4.5 to 7.0 Å (9 × 6 ¼ 54 in total) in
0.5 Å increments, using a force constant of 10 kcal∕mol∕Å2.
In the case of the 3D free energy surface as function of S0,
S2, and S4 ions, six umbrellas were used for the S0 ion, relative
to the S2 ion, spanning 4.5–7.0 Å, 9 for the S2 ion spanning
−0.75–3.25, and six for the S4–S2 distance spanning 4.5–7.0 in
0.5 Å increments (a total of 9 × 6 × 6 ¼ 324 windows), using a
force constant of 10 kcal∕mol∕Å2. (Note: to illustrate the sam-
pling challenges in Fig. 4, US for the S0 ion was carried out not
only for Kþ and Naþ ions, but for all partial coupling parameter
values, λ ¼ 0–1 in 0.1 steps). Once the multi-D free energy
surface was obtained, an improved 1D free energy profile for
the S1, S3, or S2 ion (as a Kþ or Naþ ion) was obtained simply
by integration out of the multi-D density. E.g., for Kþ in S2,

ρKþðz2Þ ¼ e−WKþ ðz2Þ∕kT ¼
ZZ

e−WKþ ðz2 ;Δz12;Δz23Þ∕kTdΔz12dΔz23;

[S10]

where Δz12 and Δz23 are the relative positions of ions above and
below the S2 ion. The relative shift between Kþ and Naþ profiles
was determined by

W ðzÞ ¼ W 0ðzÞ þ ΔGþ kT ln
ρ̂max
Kþ

ρ̂max
Naþ

; [S11]

whereW 0ðzÞ andW ðzÞ are the PMF before and after the shift,ΔG
is the net free energy difference over the site (from Table 1), and
where only the maximum values of the normalized densities are
needed for the last term.

To estimate the time scales of barrier crossings in individual
free energy profiles, we have computed Kramer’s rates (38),
assuming an approximate ionic diffusion coefficient (D) of
0.01 Å2∕ps inside the channel, similar to previous estimates
(20, 39)

rate ¼ D
ffiffiffiffiffiffiffiffiffiffiffiffi
KbKw

p
2πkbT

expð−ΔW∕kTÞ; [S12]

where Kb and Kw are the curvatures at the barrier and well,
respectively, and ΔW is the free energy difference between the
barrier and the well. Curvatures were evaluated by fitting 11
points near the extrema with quadratics.

We have also carried out 1D US simulations to calculate the
PMFs of Kþ and Naþ binding from the outside of the selectivity
filter that is occupied by either Kþ or Ba2þ ions, as explained in
the main text. A total of 23 windows, spanning 4.5 < z < 16 Å,
for Kþ or Ba2þ were used to sample the pathway for the external
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ion, in 0.5 Å increments, with a force constant of
10 kcal∕mol∕Å2. Using these PMFs, we have computed dissocia-
tion constants, KD, for the binding of Kþ or Naþ to the filter in
the presence of Kþ or Ba2þ ions from the expression (40)

KD
−1 ¼ πR2

Z
zmax

zmin

dz expð−W ðzÞ∕kbTÞ; [S13]

where, R (5 Å in the present study) is the radius of a steep
cylindrical flat-bottom potential oriented normal to the reaction
coordinate (z), with the binding region defined between
zmin ¼ 4.5 Å and zmax ¼ 9.0 Å. The reference for the PMFs in
these estimates was taken as the minimum of Naþ PMF (close
to the minimum of Kþ PMF) outside of selectivity filter.

Comparison of combined FEP with US and BAR-US approaches. The
net or overall FEP for the transformation from Kþ to Naþ over
a region in coordinate z, can be deduced from the free energies of
the ions as a function of position

e−G
overall
Kþ ∕kT ¼ e−GKþ ðz0Þ∕kT

Z
z1

z0

e−WKþ ðzÞ∕kTdz [S14a]

e−G
overall
Naþ ∕kT ¼ e−GNaþ ðz0Þ∕kT

Z
z1

z0

e−WNaþ ðzÞ∕kTdz; [S14b]

where z0 is a chosen reference position (e.g., the cage site), the
PMFs, W ðzÞ, and have already been expressed relative to this
position (W ðzÞ ¼ GðzÞ −Gðz0Þ). Thus

e−ΔG
overall
Kþ→Naþ∕kT ¼ e−ΔGKþ→Naþ ðz0Þ∕kT

R
z1
z0
e−WNaþ ðzÞ∕kTdzR

z1
z0
e−WKþ ðzÞ∕kTdz

[S15]

i.e., the relative thermodynamic stability of Naþ, relative to Kþ,
within a region between z0 and z1 (spanning, for instance, the
cage, and planes of a site) can be obtained from the PMFs of
the individual ions, given an estimate of ΔGKþðz0Þ at one position
from a TI, WHAM, or Bennett calculation. We have illustrated
this approximate calculation in the main text; approximate be-
cause in practice we employed an estimate from a distribution
near the cage, whereas ΔGðz0Þ in Eq. S15 refers to a single po-
sition.

Now consider the Bennett histogram approaches that utilize
endpoint, Kþ (λ ¼ 0) and Naþ (λ ¼ 1), simulations only. For
the purpose of this illustration, the simple BOH formalism of
Eq. S1a will be considered, in combination with US simulations
Eq. S7, which leads to

R
z1
z0
HNaþðΔUjzÞρ̂NaþðzÞdzR

z1
z0
HKþðΔUjzÞρ̂KþðzÞdz ¼ e−ðΔU−ΔGÞ∕kT: [S16]

Rearranging and integrating over energy (as done to find Eq. S4),
and using the fact that the histograms have been normalized, one
can easily show, somewhat trivially

Z
z1

z0

dzρ̂KþðzÞe−ΔGðzÞ∕kT ¼ e−ΔG∕kT: [S17]

Using Eq. S8 for Kþ we have

R
z1
z0
dze−WKþ ðzÞ∕kTe−ΔGðzÞ∕kT
R
z1
z0
e−WKþ ðzÞ∕kTdz

¼ e−ΔG∕kT [S18]

or, using the fact that the PMF, W , has already been expressed
relative to position z0,

R
z1
z0
dze−½GKþ ðzÞ−GKþ ðz0Þ�∕kTe−½GNaþ ðzÞ−GKþ ðzÞ�∕kTR

z1
z0
dze−WKþ ðzÞ∕kT

¼
R
z1
z0
dze−½−GKþ ðz0Þ�∕kTe−½GNaþ ðzÞ�∕kTR

z1
z0
dze−WKþ ðzÞ∕kT

¼
R
z1
z0
dze−½GNaþ ðz0Þ−GKþ ðz0Þ�∕kTe−WNaþ ðzÞ∕kTR

z1
z0
dze−WKþ ðzÞ∕kT

¼ e−ΔGðz0Þ∕kT
R
z1
z0
dze−WNaþ ðzÞ∕kTR

z1
z0
dze−WKþ ðzÞ∕kT ¼ e−ΔG∕kT [S19]

just as in Eq. S15. Thus, the net thermodynamic stabilities from
Eq. S16 and Eq. S15 should, in theory, yield the same ΔG quan-
tity, and this has been used as an approximate test of the results.
For example, when Eq. S15 is applied to the PMFs for S2,
together with the FEP estimate for the cage from Table 1, the
overall/net selectivity of S2 is þ1.5 kcal∕mol, consistent with
the BAR-US result in Table 1 of the main text.

Comparison of FEP and BAR estimates of ΔΔG in individual sites. In
Fig. S3 we show, for the case of a cage or plane site in S2, for
example, that BAR endpoint and TI/WHAM give consistent
results. We have only shown the S2 cage and lower plane site
because they are the most significant for the discussion in the
main text and represent a typical situation. Reasonable overlap
of energy probability distribution was achieved and the BOH-US
analysis in Fig. S3 reveals a good plateau in the cage site, as well
as for the lower plane site (noting the very small range in energy
in the vertical axis) using Eq. S3 with Eq. S6 and Eq. S7, implying
the free energy difference using the method of BOH-US con-
verges well (30–33). The free energy difference obtained by
BOH-US is also consistent with those from BAR-US and
TI/WHAM.

Comparison of BAR/BOH/BHLS and BAR-US/BOH-US/BULS-US for uncon-
strained ions. Fig. S6A reveals, for the case of the S2 site, that
when the ions are not constrained, overlap of histograms is poor,
with data collected for 1 ns following a 1 ns period after the Naþ
ion left the S2 cage site (see left box of A). As a result, no plateau
in the BOH analysis is seen (central box of A). However, when
combined with US (part B), the overlap of histograms is much
improved (left box of B), and a good plateau in BOH analysis
is seen (central box of B).

Comments on asymmetries in the binding sites. As discussed in
the main text, there are several reasons why the PMF across each
cite may not be symmetric. The schematic in Fig. S4 illustrates
how the movement of the ions to upper or lower planes may
have different consequences for the movement of other ions
and water molecules, and subsequent effects on energy.

In the case of the S0 site (in a S0∕S2∕S4 configuration), only a
lower plane exists and the lower plane is thus favored for Naþ.
In the case of S1 (in a S1∕S3∕Cav configuration), the lower plane
is again favored for Naþ. Movement to upper plane would re-
quire rearrangement of entire column of ions and water or suffer
an ion-water interaction loss. Movement to lower plane seems
easier as while it is cramped, water may enter from the outside.
In the S2 site (in a S0∕S2∕S4 configuration), the lower site is
again favored by Naþ, though the reason is not as obvious. In this
case, the Kþ ion in S0 or S4 shifts to the neighboring site when the
Naþ ion moves to a planar site (see The Challenge of Multi-ion
Movements of the main text). But the movement of Kþ from
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S0 to S1 or from S4 to S3 will not involve the same change in free
energy. Other sources of asymmetry in S2 are discussed in the
main text. For the S3 ion (in S1∕S3∕Cav configuration), the upper
plane is favored by Naþ. Movement to the lower plane would re-
quire rearrangement of entire column of ions and water, or suffer
cost of lost ion-water interaction. A similar situation (Naþ favor-
ing the upper plane) also exists for the S4 site, though in this case
the lower plane of S4 is different, consisting of hydroxyl rather
than carbonyl groups.

Comparison of 1D PMFs emerging from 1, 2, and 3D US. Fig. S5 com-
pares the PMFs calculated from 1D, 2D, and 3D US simulations
for sites S1, S2, and S3. For S1 and S3, either just the ion being
mutated was sampled via US (1D), or both of those two ions in
the filter were sampled via US (2D). For the S2 case, the S2 ion
itself was sampled via US (1D), or the S2 ion together with the

upper S0 ion (2D), or all three ions, S0, S2, S4 were sampled via
US simulations (3D). The PMFs are broadly similar in each case.

Nonconducting filter simulations.When no constraint was applied to
maintain a conducting filter configuration, flipping of carbonyl
groups was observed in the presence of Naþ (see upper diagrams
of Fig. S7). In this case, the PMF (lower box) reveals that the Naþ

ion actually becomes favored in the deformed “cage” site. The abil-
ity of Naþ to bind either in a plane of carbonyls, or in a cage co-
ordinated by just five of eight carbonyls, has been previously shown
for the S1 site (41), yet Fig. S7 reveals the distribution across a site
in the event of carbonyl flipping in S2. When this flipping occurs,
we obtain a ΔΔG value for the perturbation (Kþ → Naþ) of ∼þ
3 kcal∕mol (ΔG values of −15.4� 0.01 kcal∕mol with BAR-US,
−15.1� 1.1 kcal∕mol with BOH-US).
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Fig. S1. Unconstrained sample ion trajectory time series: Time series of Kþ and Naþ ions from unconstrained simulations within the S0∕S2∕S4 (A,B,C) and
S1∕S3∕Cav configurations (D,E,F). Kþ ions remain in their respective crystallographic cage positions, except for (B) where Kþ left for a adjacent cage site (S1)
following a transformation of Kþ to Naþ in S2. In contrast, Naþ ions always leave the cage sites for their adjacent plane sites. The time series reveal that Naþ in
S2 (B) fluctuated between the cage and plane in the first ∼500 ps, after which it moved to the plane site, which explains slow convergence of unconstrained FEP
in the S2 site; in fact FEP in S2 doesn’t converge up to 2 ns. However, Naþ in S4 (F) left in its cage site from the very beginning of the simulations (<50 ps), which
explains fast convergence of FEP within 100 ps in that case.

Fig. S2. Convergence and error estimates for free energy profiles: Time convergence for the free energy profiles presented in Fig. 3 of the main text, from
0–1 ns, demonstrating that PMFs have converged to within a fraction of a kcal∕mol. Convergence profile of PMFs from 1D US for Kþ (A) and Naþ (B), re-
spectively, in the S2 site.

Kim and Allen www.pnas.org/cgi/doi/10.1073/pnas.1110735108 5 of 9

http://www.pnas.org/cgi/doi/10.1073/pnas.1110735108


Fig. S3. Comparison of FEP and BAR estimates of ΔΔG in individual sites: The free energy differences by BOH-US in the cage of S2 (A) and in the plane of S2
(B12) (B).

Fig. S4. Schematic illustrating possible consequences for Naþ movements to plane sites for other ions and water molecules in the selectivity filter. In general,
as the ion moves to a plane further from the center of the filter, it creates a void in the single-file column, whereas when it moves to a plane deeper inside the
filter, it leads to some compacting of the neighboring water molecule, with different energetic strains, and possible ionic movements.
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Fig. S5 Comparison of 1D PMFs emerging from 1, 2, and 3-D US.

Fig. S6. Comparison of BAR/BOH/BHLS and BAR-US/BOH-US/BULS-US for unconstrained ions: Comparison of free energy differences by three histogram ana-
lysis methods across S2 for unconstrained simulations (A) (left—HI; center—BOH; right—BHLS) and 3D US simulations (B) (HI-US;BOH-US;BHLS-US).
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Fig. S7. Nonconducting filter simulations: Representative snapshots of the configurations of ions across S2 sites and corresponding PMFs in the absence of a
constraint maintaining a conductive conformation.
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Table S1. Free energy perturbation results and ion configuration changes for all simulations: this table is an extended
version of Table 1 of the main text

Site Equilibrated configuration ΔGðKþ → NaþÞ ΔΔGðKþ → NaþÞ
Before perturbation (Kþ) After perturbation (Naþ) (kcal∕mol)

Bulk TI - - −18.44 ± 0.02 -

Bulk WHAM - - −18.18 ± 0.02 -

Bulk BAR - - −18.3 ± 0.1 -

Bulk BAR-US* - - −18.38 ± 0.05 0

S0 crystal S0ðNaþÞ∕S2ðKþÞ∕S4ðKþÞ S0ðNaþÞ∕S2ðKþÞ∕S4ðKþÞ −16.6 ± 0.3 +1.7 ± 0.3

B01 plane B01ðKþÞ∕S2ðKþÞ∕S4ðKþÞ B01ðNaþÞ∕S2ðKþÞ∕S4ðKþÞ −20.4± 0.9 −2.0 ± 0.1

S0 unconstrained S0ðKþÞ∕S2ðKþÞ∕S4ðKþÞ B01ðNaþÞ∕S2ðKþÞ∕S4ðKþÞ −19.3 ± 0.1 −0.9 ± 0.1

S0 BAR-US-1D US-S0ðKþÞ∕S2ðKþÞ∕S4ðKþÞ US-S0ðNaþÞ∕S2ðKþÞ∕S4ðKþÞ −19.1 ± 0.1 −0.7 ± 0.1

S1 cage S1ðKþÞ∕S3ðKþÞ∕CavðKþÞ S1ðNaþÞ∕S3ðKþÞ∕CavðKþÞ −15.8 ± 0.1 +2.6 ± 0.2

B01 plane B01ðKþÞ∕S3ðKþÞ∕CavðKþÞ B01ðNaþÞ∕S3ðKþÞ∕CavðKþÞ −19.8 ± 0.3 −1.4 ± 0.3

B12 plane B12ðKþÞ∕S3ðKþÞ∕CavðKþÞ B12ðNaþÞ∕S3ðKþÞ∕CavðKþÞ −21.2 ± 0.4 −2.8 ± 0.4

S1 unconstrained S1ðKþÞ∕S3ðKþÞ∕CavðKþÞ B01ðNaþÞ∕S3ðKþÞ∕CavðKþÞ −18.6 ± 0.3 −0.3± 0.3

S1 BAR-US-1D US-S1ðKþÞ∕S3ðKþÞ∕CavðKþÞ US-S1ðNaþÞ∕S3ðKþÞ∕CavðKþÞ −18.94 ± 0.05 −0.56 ± 0.07

S1 BAR-US-2D US-S1ðKþÞ∕US − S3ðKþÞ∕CavðKþÞ US-S1ðNaþÞ∕US − S3ðKþÞ∕CavðKþÞ −19.12 ± 0.06 -0.74 ± 0.07

S2 cage S0ðKþÞ∕S2ðNaþÞ∕S4ðKþÞ S0ðKþÞ∕S2ðNaþÞ∕S4ðKþÞ −12.97 ± 0.05 +5.42 ± 0.07

B12 plane S0ðKþÞ∕B12ðKþÞ∕S4 ⇌ S3ðKþÞ S0ðKþÞ∕B12ðNaþÞ∕S3ðKþÞ −20.5 ± 2.3 −2.2 ± 0.4

B23 plane S0ðKþÞ∕B23ðKþÞ∕S4ðKþÞ S1ðKþÞ∕B23ðNaþÞ∕S4 ⇌ CavðKþÞ −22.0 ± 1.2 −3.7 ± 0.6

S2 unconstrained S0ðKþÞ∕S2ðKþÞ∕S4ðKþÞ S1ðKþÞ∕B23ðNaþÞ∕S4ðKþÞ −17.9 ± 0.3 +0.5 ± 0.3

S2 BAR-US-1D S0ðKþÞ∕US-S2ðKþÞ∕S4ðKþÞ S0-S1ðKþÞ∕US-S2ðNaþÞ∕S4ðKþÞ −18.06 ± 0.04 +0.32 ± 0.06

S2 BAR-US-3D US-S0ðKþÞ∕US-S2ðKþÞ∕US-S4ðKþÞ US-S0ðKþÞ∕US-S2ðNaþÞ∕US-S4ðKþÞ −16.11 ± 0.009 +2.27 ± 0.05

S3 cage S1ðKþÞ∕S3ðKþÞ∕CavðKþÞ S1ðKþÞ∕S3ðNaþÞ∕CavðKþÞ −13.42 ± 0.06 +4.96 ± 0.07

B23 plane S1ðKþÞ∕B23ðKþÞ∕CavðKþÞ S1ðKþÞ∕B23ðNaþÞ∕CavðKþÞ −22.35 ± 0.3 −3.9 ± 0.3

B34 plane S1ðKþÞ∕B34ðKþÞ∕CavðKþÞ S1ðKþÞ∕B34ðNaþÞ∕CavðKþÞ −21.82± 0.5 −3.4± 0.5

S3 unconstrained S1ðKþÞ∕S3ðKþÞ∕CavðKþÞ S1ðKþÞ∕B23ðNaþÞ∕CavðKþÞ −16.4 ± 0.4 +2.0 ± 0.4

S3 BAR-US-1D S1ðKþÞ∕US-S3ðKþÞ∕CavðKþÞ S1ðKþÞ∕US-S3ðNaþÞ∕CavðKþÞ −16.84± 0.06 +1.54 ± 0.07

S3 BAR-US-2D US-S1ðKþÞ∕US-S3ðKþÞ∕CavðKþÞ US-S1ðKþÞ∕US-S3ðNaþÞ∕CavðKþÞ −16.49 ± 0.05 +1.89 ± 0.05

S4 cage S0ðKþÞ∕S2ðKþÞ∕S4ðKþÞ S0ðKþÞ∕S2ðKþÞ∕S4ðNaþÞ −14.41 ± 0.07 +3.97 ± 0.09

B34 plane S0ðKþÞ∕S2ðKþÞ∕B34ðKþÞ S0ðKþÞ∕S2ðKþÞ∕B34ðNaþÞ −23.0±0.4 −4.7 ± 0.4

S4 unconstrained S0ðKþÞ∕S2ðKþÞ∕S4ðKþÞ S0ðKþÞ∕S2ðKþÞ∕B34ðNaþÞ −19.7 ± 0.4 −1.3 ± 0.4

S4 BAR-US-1D S0ðKþÞ∕S2ðKþÞ∕US-S4ðKþÞ S0ðKþÞ∕S2ðKþÞ∕US-S4ðNaþÞ −19.7 ± 0.1 −1.3± 0.2

The relative thermodynamic stability of Naþ compared to Kþ, ΔGðKþ → NaþÞ, in bulk water and KcsA selectivity filter sites from FEP (TI,
WHAM, and BAR), as well as with US (BAR-US) as well as with US (BAR-US). Themultiple ion configurations before and after simulations are
shown, involving the S0, S1, S2, S3, S4, or cavity crystallographic sites, and B01, B12, B23, or B34 plane sites. All ΔGðKþ → NaþÞ values
involving a perturbation in a selectivity filter site were computed using the BAR-US method, except for the unconstrained
calculations which were evaluated by BAR. Free energies are expressed relative to bulk water, ΔΔGðKþ → NaþÞ, using the BAR-US
bulk water reference. Errors are standard deviations from nine independent 1ns samples in the bulk case, and are BAR standard
deviations in other cases.
*Although the benefit of using US in bulk is additional sampling only.
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