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Web Appendix A: Estimation of var{Ω̂(.)(λ) − Ω̂(.)(0)} in Section 3

Consider the estimators based on the data with individual responses, Ω̂I(0) and Ω̂I(λ).

Henceforth, we drop the subscript I for brevity. Recall that Ω̂(0) solves (6) and that Ω̂(λ)

solves (7) in the article. Assume that Ω(0) and Ω(λ) are uniquely defined by
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respectively. Approximating the estimators with the use of influence functions associated

with (6) and (7), respectively, we write
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where the matrices
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are evaluated at Ω(0) and Ω(λ), respectively. Subtracting (A.1) from (A.2) gives

Ω̂(λ) − Ω̂(0) ≈ Ω(λ) − Ω(0) +
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are evaluated at Ω̂(0) and Ω̂(λ), respectively. A natural estimator of var{Ω̂(λ) − Ω̂(0)},

based on the approximation in (A.3), is then given by n−1 times the sample covariance

matrix of R̂1, R̂2, ..., R̂n. To construct an estimator for var{Ω̂R(λ) − Ω̂R(0)}, the same

argument applies. One simply needs to replace the score functions in (6) and (7) with the

score functions in (8) and (9) in the article, respectively, change the index in the summation

from i to g, and change the sample size from n to G.

Web Appendix B: Estimation of var{Ω̂R(0) − Ω̂I(0)} in Section 5

To simplify notation, we relabel the individual-response data after random pooling so that

in the first pool, W∗

1 is the collection of the first n1 W ’s in the individual-response data,

W1,W2, . . . ,Wn1
; and Y ∗

1 is also based on the first n1 individual binary responses, i.e., Y ∗

1 =

max{Y1, Y2, . . . , Yn1
}. In general, for the gth pool, W∗

g = (Wng−1+1,Wng−1+2, . . . ,Wng−1+ng
)

and Y ∗

g = max{Yng−1+1, Yng−1+2, . . . , Yng−1+ng
}, for g = 2, 3, ..., G. For simplicity, we assume

that ng = k, for all g, so that n = kG.
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Using the approximation in (A.1) with grouping within the summation gives

Ω̂I(0) ≈ ΩI(0) + n−1A−1
1
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Similarly, based on (8), one has

Ω̂R(0) ≈ ΩR(0) + G−1A−1
3
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where the matrix
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is evaluated at Ω = ΩR(0). Subtracting (B.1) from (B.2) yields
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Note that the summand in (B.3) denoted by

Sg = A−1
3 ψ
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U
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for g = 1, 2, ..., G, are independent. Therefore, a natural estimator for var{Ω̂R(0) − Ω̂I(0)},

denoted by Σ̂, is given by G−1 times the sample covariance matrix of Ŝ1, Ŝ2, ..., ŜG, where

Ŝg = Â−1
3 ψ
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g ,W∗

g; Ω̂R(0), σ2
U
} − k−1Â−1

1
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and the matrix

Â3 = G−1
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is evaluated at Ω = Ω̂R(0).

Under H02 : ΩR(0) = ΩI(0), due to the sample-variance construction of Ω̂, {Ω̂R(0) −

Ω̂I(0)}T Σ̂
−1
{Ω̂R(0) − Ω̂I(0)} is a Hotelling’s T 2 statistic (Corollary 3.5.1.1 in Multivariate
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Analysis by Mardia, Kent, and Bibby, 1979). Using the properties of a Hotelling’s T 2

statistic, t∗2 = (G− r){r(G− 1)}−1{Ω̂(0)− Ω̂}T Σ̂
−1
{Ω̂R(0)− Ω̂I(0)} follows an F (r, G− r)

distribution asymptotically. The quantile-quantile plots (not shown) of the values of t∗2 under

H02 from our simulation studies in Section 5.2 provide empirical evidence of the claimed

asymptotic distribution.
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