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S1 Supporting M ethods

S1.1 Details on figur e captions
Here we present more detailed descriptions ofitheds of the main text.

Fig. 2 shows the typical results of a simulation witheawork of N = 100 nodesh/c = 3,p = 0.6, = 0.85,u =
0.0001,0 = 0.01 when the initial random network contain/a@mooperators. The network visualizations shown in
Fig. 2 (d)-(h), Fig. 5 and Fig. S16 are generatsidgia force directed layout algorithm which treties links as
springs and tries to minimize the forces in thavogk. Nodes repel each other but are constraindithky which
have a ‘natural’ length (applying no force) and ethapply repulsive and attractive forces when cesged or
stretched, respectively. The result is an intuititerpretation which associates high connectiwiityr high visual
compactness.

Fig. 3 shows the average behaviour of transitions frof tt00 cooperators (A) and transitions from 0 t@® 10
cooperators (B) for various embedding paramepemnd g. The data for each combination of embedding
parameters is generated from two simulation rund®fsteps, starting from a random network of eithér al
cooperators or all defectors. Other parametersl&@nodesh/c = 3,u = 0.00016 = 0.01. Each panel of figures
contains individual plots of transitions, in termsnumbers of cooperators (blue) and size of largeswvork
component (black), giving their averages with sdiigts and the 10% (lower bound) and 90% (uppembpu
quantiles of the observed transitions. Extendediors of these plots are presented below as Figan88S9,
where we show the same plots and the number ofwdabéransitions for the whole rangepmd] values.

Fig. 4 presents various statistics concerning two sirfanatuns of 18 simulation

steps, excluding the first $0one obtained with an initial network of onl] | mmm 0 A =g25
cooperators, one with an initial network of onlyfettors. Starting from these initia| = i .
networks and ignoring the initial data serves imiglate the possible influence o | Il © = gg
initial conditions on the obtained averages. Weestigated various benefit to cos = f,:, =;
ratios of the game by keepibg= 10 and setting accordingly. Fig. 4 shows theng i -
term cooperation, largest component and connectivity. aiée plot the number of = 1; =§
observed transitions during the simulation run gnedlong term prosperity. I = . @
[ e . 10
. ) . . . . o . G
Each panel in the figure was created from a grigaihts, corresponding to variou| | mmm so - 20
combinations of embedding parameters. These arerided as the probability of ?E.;. -§§
connecting a newcomer to its role model{ {0, 0.1, ... ,1}) and the probability of 180 iﬁn
connecting the newcomer to its role model's neiginbag O {0, 0.2, 0.4, 0.6, 0.7, ﬁ ;‘g
0.75, 0.8, 0.85, 0.9, 0.95,1}). Intermediate powere interpolated by the plotting 200 B
software toolSgmaplot (Systat Software Inc.). In Fig. 4 the panels are arranged ﬁ ;Dn
columns corresponding to different benefit to gatibs b/c).Note the tri-linear scale| | Bl 450 | | _ 20
(Fig. S1) used in Fig. 4 to characterize the loagmt prosperity, connectivity _-5':'3_ --mn
measures and number of transitions, which are lalg increasing from 0, but| Fi9- S Tri-linear
. . scalefor (A) number
sharply rise at larger values @andg increase. of transition and (B)
. . . . connectivity and
Fig. 5 Traces were generated by performing pairs of sitiant runs of 19 steps, prosperity plots

with p=0.6 andq O {0, 0.1, ..., 0.6, 0.65, ..., 0.8, 0.82, ..., The resulting statistics



were plotted and joined by smooth splines. The Hatias of the shaded areas were found by perforegpgrate
simulation runs withu = 0, starting with either all-cooperator or alffeletor networks.

Fig. 6 To find ‘typical’ networks, sufficiently long anthany simulation runs were performed to find ‘tyfiica
transitions; a typical transition being one thatembles the median transition for a given set obexiding
parameters, in terms of numbers of cooperatorg)emivity and largest component over time. Betw@emd 16
transitions were generated gevalue, with the approximate long term frequenoiethe transitions being 3 x£0
for q=0.3, 4 x16° for q = 0.6, 4 x16 for q = 0.75 and 1.8 xI0for g = 0.9. Having chosen a suitable transition,
networks containing all-cooperators, all-defectmsl approximately equal numbers of cooperatorsdafietctors
were found before, after and during the transitiosaspectively. In each case the networks wereeshts have
connectivity and largest component approximatelyabtp their means for the given numbers of codpesaand
embedding parameters.

S2 Supporting text and figures

Here we complement the analysis presented in thHa teat. We analyze the system under neutral delect
present a detailed proof for an analytical solutialid in the limit of weak selection and showaigreement with
the computational model. We also present the roksstanalysis of the observed phenomena.

S2.1 System propertiesunder neutral selection

To evaluate the absence of selection on the dysanfitthe model we consider the caseaftral selection that is
obtained by setting = 0. In this way the strategies of cooperator defiector are just arbitrary labels and all
nodes obtain an equal effective payoff, independénheir connectivity, and thus have the same chan be
selected as a role-model. This leads to a Moraoeg extended with mutation between two types oeso
(Moran, 1962; Nowak, 2006). Even with neutral skte; we observe transitions between networks bf al
cooperators and of all defectors, as evidencedhbydata shown in the fourth row, first column of.Fi.
However, the absence of selection breaks the atioel between network structure and the numbers of
cooperators. This independence is apparent in pperupanel of Fig. S2, where the transitions in bers of
cooperators have no visible effect on the plottefivork parameters, distinct from what can be olebin Fig. 2.
On the other hand, when selection is absent theeédnhg parameters still control the topology of tiegworks
produced during the process (as can be observéldeimower part of Fig. S2)This is of particular interest
because, as shown in the mathematical analysisig8e®2.2), in the limit of weak selection, the mimm b/c
favouring cooperation is independent of the paranpet
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Fig. S2: Typical simulation run and network topologies with neutral selection. A Typical simulation run of 10
steps for 100 nodes with neutral selection. Pararspt= 0.6,q = 0.85,u = 0.001 are the same as those used in Fig. 2.
B Typical networks produced under neutral seleatioring a transitiong andq parameters are noted on the figure,

is as for A). As can be observed, during the tteors cooperators and defectors (blue and red nadspectively)
usually exist in separate components. The conrigctéimd the size of the largest component of thevaek evidently
depend on both embedding paramepeandq (as is the case when selection is included - sgegponding panels in
Fig. 4). Network visualisations in this figure wepeoduced by CoSBiLab Graph (Valentini and JordZ®10),
available fromhttp://www.cosbi.eu/index.php/prototypes/graph.

One can construct a stochastic matrix with thesiteom probabilities of the neutral process. bor 0, the steady
state distribution of the Markov chain can be foutidis expressing the long term average probalufitgll the
possible numbers of cooperators. The results &f ¢hlculation for 100 nodes and a range of valdes are
shown in Fig. S3.
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Fig. S3. Chart showing the long term probability of numbers of cooperatorsfor a network of 100 nodes under
neutral selection. The network does not play a part in these didtidlbg, which are therefore independent of
embedding parametepsandq.

Fig. S3 shows that far << 0.0098 (green and blue traces) the distributimmains two peaks of high probability
at 0 and 100 cooperators, with low probability etveeen. This intuitively correlates with the dynamof the
simulation traces of numbers of cooperators, whigh various mutation rates in the range 0.0002> 0.00005.
At mutation rates closer to~10.0098 the results in Fig. S3 predict that theesyswill not strongly favour any
particular number of cooperators, while the systgthfavour a range of values centred on 50 coojpesawhen

u >> 0.0098. Simulations (not shown) follow thespentations.

S2.2 Robustness analysis

In this section we show that the phenomena destiibthe paper are robust: The recurrent transt{pnesented
in Fig. 2 and Fig. 3) are observed for a wide raoigaitial parameters, and initial conditions. \&lso show that
the trade-off between prosperity and stability ¢erded in Fig. 5) is also observed for a wide raofy¢he
parameters. Moreover the phenomena are presenivakso newcomers are drawn from the existing pojmuriat
and keep some of their previous connections (wesagithat they have “memory”).

S2.2.1 Parameter robustness of transitions

To demonstrate the robustness of the phenomenalmbin Fig. 2, we present the results of typ&iatulation
runs using parameters which bracket (from half dokde) those used to produce Fig. 2. Preciselyshawv
results for networks with 50 and 200 nodes, withtation ratesu = 0.0002 andi = 0.00005 and with selection
strengthsd = 0.02 andd = 0.005. In all these cases the results are qtiméty similar to those of Fig. 2.
Furthermore, we show that using the same paramdbetsstarting from an initial network containingl al
defectorsproduces qualitatively similar results to thosesented in Fig. 2. For completeness, we also shatv t
the phenomena described in Fig. 2 are not dependeiie method of updating (birth-death or deattii
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Fig. $4: Typical simulation runs with (A) an initial network of defectors and (B) with Death-Birth updating.
Other parameter values are the same as thoseruégl 2: 100 nodedy/c = 3,p = 0.6, = 0.85,u = 0.0001 and =
0.01. (A) After an initial transition from 100 deters to 100 cooperators, the traces take on theaapnce of those
of Fig. 2. (B) The traces produced using DeathkBinpdating appear no different to those of A argl BA, produced
by Birth-Death updating. We conclude that the plneeoa described in Fig. 2 are neither dependenh®mambers
of cooperators present in the initial network, bgithe method of updating.
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Fig. S5: Typical simulation runs with mutation rate (A) u = 0.0002 and (B) u = 0.00005. Other parameters are the
same as those used in Fig. 2. (A) With higher nutatate, there appears to be more frequent tiansitind a greater
tendency to move away from the value of 100 codpesain comparison to Fig. 2. This might be expdcas a
consequence of the relation between the dynamittseafnodel and the mutation rate with neutral sileqFig. S3).
However, qualitatively, the phenomena are the sasngresented in Fig. 2. (B) With a lower mutatiatey there are
no outstanding features that distinguish the trdcem those shown in Fig. 2. Overall, we conclutiattthe
phenomena presented in Fig. 2 are observed foda range of mutation rates.
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Fig. S6: Typical simulation runswith selection strength (A) 8 = 0.02 and (B) & = 0.005. Other parameters are the
same as those used in Fig. 2. (A) With strongezcsien there appears to be a higher frequencyaoittions and a
marginally higher average connectivity. The transi appear to be faster than the ones in Figu2qbalitatively the
phenomena are the same. (B) With weaker selectlan,inherent stochasticity is more apparent in ldrgest
component trace, the average connectivity is loavet the transitions are slower, but the phenomenatdl similar.
Overall, we conclude that the phenomena describ&ibi. 2 are observed for a wide range of selectoengths.
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Fig. S7: Typical simulation runs with (A) 200 nodes and (B) 50 nodes. Other parameters are the same as those
used in Fig. 2. (A) With a larger network, tramsits appear to be slower than the ones shown in2rigetwork
fragmentation appears to take longer and thereaappe be less stochasticity. Other than theserdifices, which are
consistent with the increased numbers of nodesplileeaomena are qualitatively similar to those showig. 2. (B)
With a smaller network, transitions are fasterwoek fragmentation is more rapid and stochastistynore evident

in the network measures, in relation to the sana¢ufes of Fig. 2 (which is expected for a netwoikhweduced
number of nodes). We conclude that the phenomeserided in Fig. 2 are observed for a wide rangaeifvork
sizes.

S2.2.2 Robustness of transition for embedding parameter changes

We show that the phenomena shown in Fig. 2 arenadxddor a wide range of embedding paramepeaadg. On

the following figures we extend Fig. 3 and plot mge transitions from the all-cooperators to afedtors states
(Fig. S8), and the reverse (Fig. S9) for the whplg parameter plane. These plots show that network
fragmentation occurs with a delay after the spm@dof defectors, while network formation happens
synchronously with the spreading of cooperators.af§e note that the delay between the spreadinigfefictors
and the network fragmentation is an increasing tioncof the embedding parameters, while the timetfie
network to rebuild is a decreasing function of thparameters.

We can conclude that the correlation between nétfragmentation (Fig. S8) and formation (Fig. Say ahe
spreading of defectors or cooperators is presers feide range of embedding parameters. In fai crrelation
was observed wherever we recorded transitions,pexatevery lowp or g values where the evolution of the



network appears to be much less dependent on thetienary dynamics of cooperators and defectorsredver,
there is a large, q region where no all-defectors to all-cooperatoassitions are observed in®i$ieps.

p=0

0 2500 steps Cooperators (median) Largest component {median)

Fig. S8 Statistics of transitions from all cooperators to all defectors at various embedding parameters.
Extended version of Fig. 3A of the main text. Oolepanel we plot the median (dark lines) of amaidrdooperators
and largest component, calculated considerindhalttansitions observed in two runs of $6eps, using parametes
=100,b/c = 3,u = 0.0001. The shaded regions represent the 10#&(Ilbound) and 90% (upper bound) quantiles for
the corresponding measures. The numbers of obs&amsitions are given in the corner of each paPeahels which
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record zero transitions should not be taken to yntipht transitions never occur, but that they ass lfrequent than 1
in 2 x 16 steps
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Fig. S9: Statistics of transtions from all-defectors to all-cooperators at various embedding parameters.
Extended version of Fig. 3B of the main text. Onrepanel we plot the median (dark lines) of amaifrdtooperators
and largest component, calculated considerindhalttansitions observed in two runs of $eps, using parametes
=100,b/c = 3,u = 0.0001. The shaded regions represent the 10#&(lbound) and 90% (upper bound) quantiles for
the corresponding measures. The numbers of obsaaesitions (not shown) are equal (1) to the nerslveported

on Fig. S8.
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S2.2.3 Robustness of the trade-off between prosperity and stability

We investigated how large changes in the mutatada and selection strength perturb the trade-dffvédsen
prosperity and stability observed (Fig. 5) when oemers connect with high chance to the neighbofithen
selected role-model (high). We show (Fig. S10) that an increase of 10 onel@0 times of the considered
mutation rate does not affect the phenomena, dsawel decrease of the selection strength up tovie® the one
used in Fig. 5

S2.2.4 Robustness for the introduction of memory

The model analyzed can be easily enriched with rparameters. One extension of possible intergateisented
here. In this case, newcomers are drawn from th&timg population and can keep some of their prgvio
connections (we call this “memory”). In this cagegach step of the evolutionary process, the tafeepayoff of
every node is calculated and one node in the nktigaselected as the role-model, as describedeinthin text.
Then, a randomly selected node in the networkudling the chosen role-model, is selected as theorear.
Both selections are thus made frbhmodes, as in the model without memory. The newecasnessigned the role-
model's strategy with probability-a or with probabilityu it mutates to the alternative strategy, as inrttoelel
without memory. The newcomer keeps each of its ipusvlinks with probabilitym (memory). A link is
established between the role-model and each akitghbours with probabilitg. When a link is already present,
g is treated as zero. With probabiljithe newcomer is linked to the role model. In thsecthat the node selected
as role model is also selected as newcomeér treated as zero, which corresponds to the meilebut memory
when the role model is deleted.

As expected, increasing the value of the memuorygenerally leads to an increase of the connegtivitthe
network, such that with relatively smallandq values the networks can have high connectivitysfdite this fact,
we can show that for a certain regime of the emimgddarameters and for non-trivial values of memarg
observe similar phenomena to those seen with theelmeithout memory. A notable consequence of memory
however, is that fragmentation is generally redusidce memory tends to keep distant parts of ttevark
connected. Specifically, in Fig. S11, obtainedtfur same parameter values as used in Fig. 2 bltmémory,
we show that conflicts between cooperators andctiwte lead to the formation and fragmentation efribtwork
even when memory is present (qualitatively as on B). On Fig. S12 we report the counterpart of rdmults
shown in Fig. 4 for the model with memary= 0.1, where we observe that the area of high teng prosperity
and large number of transitions is shifted to logesalues, but the qualitative picture is very similalso, the
gualitative trade-off between network stability gosperity (as the ones presented in Fig. 5) ésgrved and
shown in Fig. S13. These results show that, evémgufe same parameter values, the observed diwaita
phenomena exist also in the model with memory.
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Fig. S10: Trade-off between network stability and prosperity at different mutation and selection rates.
Parameter values are the same as those used & Gig.= 3,N = 100,56 = 0.01,u = 0.0001) except the mutation rate
(A) u=0.001 (10 times the one considered in Fig. B),u(= 0.01 (100 times the one considered in Fig. &) @)
the selection strength= 0.001 (1/10 of the one considered in Fig.3 he Gualitative phenomena discussed in Fig. 5
and associated with the increase of parameiepreserved, albeit the number of transitionsdases as the mutation
rate is increased (A-B) and decreases (C) as gmidntcomes weaker (note the differences in thiescenoting the
number of transitions). With weaker selection thgteam starts to approach the neutral selection (@agestigated in
section S2.1 and S2.2). As selection becomes wethkeregimes of high prosperity and with high numbé
transition are shifted to highervalues (compared to Fig. 5), but their overlagtif present. With lower selection
strength, noise is higher, leading to the moreynoisves. The shaded areas, corresponding to thdsg. 5, denote
the ranges of connectivity (yellow) and largest poment (grey) between all-cooperators (upper boynaad all-
defectors (lower boundary).

In contrast to corresponding simulations withoutmmey, shown in Fig. 2, we observe that with= 0.1 the
networks less frequently consist of only coopermatfitig. S11c). However, we observe a similar qatiie
picture comparing Figures S12 and S13 with Fig@raad 4. The quantitative difference on these @pfsears as
a shift to lowerg values approximately equal teand a reduced drop in the size of the largest coept when
cooperation declines. However, in certain cased) guantitative difference with the model withougmory can
be tuned by choosing appropriambedding parameter values. For instance, for lvakres of the embedding
parameterp andgq, the transitions lead to much more complete fragatens of the networks (Fig. S12). In Fig.
S14 we illustrate this fact on the simulation tsaobtained for a lower embedding parampter

13
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Fig. S11: Typical simulation runs with memory. Parameter values are the same as used in Flijc2 3, N =

100,6 = 0.01,u = 0.0001) with the addition of memory: (&)= 0.02, (B)m = 0.05 and (Cjn= 0.1. (A) Withm =

0.02 (2% of memory) the simulations show frequeanditions and a less fragmented network when éteark
consists of defectors. (B) at 5% memory the netwadnsist mostly of defectors, but transitions stile frequent.
All nodes are in a single component only when tbevork consists entirely of cooperators. A netwofklefectors
fragments minimally, but its connectivity is gregatéduced. (C) Defectors are more favoured when ongiis equal
to 10% but there are still short intervals wherhhigconnected networks of cooperators appear.

Cooperators COLrﬁE,%%Sgnt Connectivity ~ Transitions  Prosperity

Fig. S12: Results with memory (m = 0.1) and without memory (m = 0) for b/c = 3. Other parameters ah= 100,
u=0.00016 = 0.01, as in Fig. 4. Maximum long term prospetigygest number of transitions and the area dif hig
long term cooperation appear at lowgwralues with memory, but the qualitative picturenaéns similar to that
without memory.
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Fig. S13: Trade-off between network stability and prosperity with memory. Parameter values are the same as

those used in Fig. Bfc = 3, N = 100,56 = 0.01,u = 0.0001) but with the addition of memomn & 0.1). The
qualitative phenomena associated with increagiappear to be preserved, albeit shifted by appratdéiy -0.10on the
g axis. Notable differences are that memory hasffext of preserving large components when coojmerateclines
and that maximum prosperity is lower. The shadexhsyrcorresponding to those in Fig. 5, denote dnges of
connectivity (yellow) and largest component (gregjween all-cooperators (upper boundary) and d#eders (lower
boundary). To generate these traces, pairs of atinns were performed with = 0.6 andg O {0, 0.1, ..., 0.4, 0.45,
0.5, 0.52, ..., 1}. The resulting data points wplatted and joined by smooth splines. The boundasfethe shaded
areas were found by performing separate simulatims withu = 0 and starting with either all-cooperator or all
defector networks.
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Fig. S14: Typical simulation runs with memory m = 0.1, p= 0.2, q = 0.75 and b/c = 3. Other parameter values are
N = 100,u = 0.0001 and = 0.01. Networks of cooperators tend to exist isirgle connected component, while
networks of defectors appear much more fragmeitaa in the cases shown in Fig. S11.

S2.3 A perspective on Transitions

We have shown in Fig. 4-6 that the embedding paensiénfluence the observed number of transititwas, tin
turn, correlates with the maintenance of coopemnadiod prosperity. A complete investigation of thectranisms
that cause the transitions is left as an intergstipen area for future research. Following our $tons,
however, we speculate that the transitions aredhsequence of the ability of new nodes to conaedtremain
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connected to cooperators. This is evidenced byrégg®15 and S16. Fig. S15 presents the degredudigins

and the average effective payoff associated toe@dpr and defector nodes in the networks showFigné. As

expected, in the networks of only defectors allewtave uniform average effective payoff, whil¢hi@ networks
of only cooperators, the most connected nodes thevbighest average effective payoff. One can ebstrat a
transition from defectors to cooperators is caulsgdhe appearance of a cluster of cooperators higher

average effective payoff than the many small “idi&nof defectors. On the other hand, a transiticmf all

cooperators to all defectors is caused by the piaraxploitation of cooperator nodes: cooperatoase many
links but these are mostly to defectors that caainlhigher payoff. The ability for defectors tanain connected
to cooperators is crucial to their success, sihieis the only way they can receive benefits Thidlustrated in
Fig. S16, which shows an incomplete transition e of the small, short-lived, drops in cooperatimident in

Fig. 2A. When defectors remain isolated from theperators in a network, their spreading can bekield. This
can happen, for instance, if the reduction in cotivéy between cooperators and defectors leada &ingle
connecting node which is randomly deleted. Wherpeoators get isolated from defectors in this whgytcan
rebuild their network rapidly, as in the case ofmptete transitions (Fig. 6). Following our simudats, we
speculate that such uncoupling of cooperators filefectors could constitute the most important meisa of

stopping defectors spreading.

g=03 qg=086 g=09

v -
8
m -
@ -
f=1
8
b
=
. =
2
[53
5]
T " -
2
i
@
S
T
2
8
°il l
o -
£ Z
[
@
(=X
2 -
=]
o
fl
4
k=l
[5}
£
[
|k i
w
s
(¥}
£=
[
T
=

I L

6 Degree glg — Degree distribution Average effective payoff:  — Cooperator — Defector

Fig. S15: Degree distributions and aver age effective payoff. Node degree frequency and corresponding average
effective payoff for cooperator and defector nofdeshe networks presented in Fig. 6. Effectiveqféand
frequency are scaled with respect to the respentasdmum observed.
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Fig. S16: Failed invasion of defectors. A typical incomplete transition with = 0.6,q = 0.9: defectors invade most of
the network but the populations of cooperators deféctorsbecome separated, allowing cooperators to rebédid t
highly connected network.
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