
A SUPPLEMENTARY MATERIAL

A.1 Cell compartment pH

Table 1 lists the pH of all cellular compartments included in the human reconstruction. The three techniques used
most frequently to study intracellular pH are pH-sensitive microelectrodes, pH-sensitive dyes and nuclear magnetic
resonance. Imaging cells loaded with pH-sensitive dyes is the only method with enough spatial resolution to measure
pH in individual organelles (1). The values in table 1 were all obtained in live mammalian cells using pH sensitive
fluorescent dyes targeted to the desired cell compartment.

According to the Beer-Lambert law fluorescence depends not only on the extinction coefficient of the fluorescent
molecule but also on its concentration and the length of the light’s path through the sample. Both concentration and
path length are impossible to measure in a cell. To factor out these variables researchers employ either dual emission
or dual excitation ratiometric fluorescence methods. Either the excitation wavelength is held constant and emission
recorded at two different wavelengths, or the sample is excited at two different wavelengths and emission is recorded
at a single wavelength. Which method is used depends on the excitation and emission spectra of the particular
fluorescent probe. By taking the ratio of light emission at two emission or excitation wavelengths, concentration
and path length cancel out (1).

Factors that may influence the outcome of intracellular fluorescence pH measurements include cell type, choice of
dye (2) and the method used for in vivo fluorescence calibration. The two calibration methods used most frequently
are the nigericin method and the null method. The null method requires fewer assumptions about the intracellular
environment (3). Preference was here placed on studies using human cells transfected with pH-sensitive mutants of
green fluorescent protein where fluorescence was calibrated in vivo using the null method.

A.1.1 Cytosol and nucleus

Buckler and Vaughan-Jones were first to introduce the use of a new pH sensitive fluorescent probe, carboxy-SNARF-
1 (pKa ≈ 7.5), for measurements of cytosolic pH (4). Previously, BCECF had been the most popular intracellular
pH sensor. The main advantage of carboxy-SNARF-1 is that it is a dual emission fluorophore while BCECF is a
dual excitation fluorophore. The two signals needed for ratiometric pH measurements can therefore be recorded
simultaneously. Carboxy-SNARF-1 also has two pH sensitive emission peaks while BCECF has only one. Buckler
and Vaughan-Jones loaded carboxy-SNARF-1 into cells by dissolving the acetoxymethyl ester of the dye in the cell
medium. In this form the dye readily diffuses through the cell membrane into the cell where it is hydrolyzed by
intracellular esterases. Once hydrolyzed it is retained within the cell. Buckler and Vaughan-Jones used the dye to
measure cytosolic pH in type-1 cells from the carotid body of neonatal rats. When the dye was calibrated using the
nigericin method they obtained a pH of 7.23 ± 0.04 and when calibrated using the null method the pH was 7.18 ±

0.05. Benink et al(5) were are able to detect a statistically significant difference between nuclear and cytoplasmic
pH in U2OS cells, 7.43 ± 0.13 and 7.05 ± 0.08, respectively. They discuss that this “tends to differ with cell type”
and the issue seems to still be a matter of debate so we assume the same pH for cytoplasmic and nuclear pH.

A.1.2 The endoplasmic reticulum, Golgi apparatus and lysosomes

Studies on the pH of organelles in the secretory and endocytic pathways were reviewed in Physiology in 2004 (6). It
has been confirmed repeatedly that pH gradually decreases down the secretory pathway. The pH of the endoplasmic
reticulum is around 7.2 or near neutral while the cis Golgi network is slightly acidic with a pH of approximately
6.7. There is a gradual drop in pH inside the Golgi apparatus moving towards the trans face and in the trans Golgi
network the pH is around 6.0. In secretory granules the pH drops as low as 5.2. A pH gradient in the opposite
direction has been observed in the endocytic pathway towards the lysosomes. While early endosomes are thought
to have a pH of around 6.3, lysosomes are much more acidic with a pH of approximately 5.5.

A.1.3 Extracellular

Street et al. measured pH in the interstitial fluid of human skeletal muscle (7). Microdialysis dialysates of interstitial
fluid were collected continuously from the quadriceps muscles of six healthy adult males at rest and during exercise.
pH in the dialysates was measured using the pH sensitive probe BCECF. Mean interstitial pH at rest was 7.38 ±
0.02.
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A.1.4 Mitochondria

Mitochondrial pH has been measured in HeLa cells (8, 9), neonatal rat cardiomyocytes (9) and in human umbilical
vein endothelial cells (ECV304) (10). In all cases the pH was found to be close to 8.0.

Llopis et al. transfected HeLa cells and neonatal rat cardiomyocytes with the pH sensitive GFP mutant EYFP-
mit (pKa = 6.4) (9). EYFP-mit was targeted to the mitochondrial matrix by fusing it with a short peptide from
a mitochondria specific protein. The subcellular location of EYFP-mit was confirmed by co-staining cells with
the traditional mitochondrial dye rhodamine 124. Fluorescence was calibrated in vivo using the nigericin method.
Mitochondrial pH was found to be 7.98 ± 0.07 in HeLa cells and 7.91 ± 0.16 in cardiomyocytes. Using the same
method Porcelli et al. measured a pH of 7.78 ± 0.17 in ECV304 cells (10).

Abad et al. repeated the experiment on HeLa cells using a different GFP mutant they called mtAlpHi (8). The
pKa of mtAlpHi is around 8.5 which makes it more suitable than EYFP-mit as a pH indicator in basic solutions.
Mitochondrial pH, when measured with mtAlpHi, was found to be 8.05 ± 0.11.

A.1.5 Peroxisomes

Peroxisomal pH has not been determined conclusively. Values ranging from 5.8-8.2 have been reported (11, 12,
13, 14, 15). Researchers are divided into two camps on the issue (16). One group maintains that the peroxisomal
membrane is freely permeable to solutes and that the pH of the peroxisomal lumen is therefore the same as the
cytosol’s, or approximately neutral (13) . The other camp holds that the peroxisomal membrane is impermeable
and that a proton gradient exists across it which is maintained by a proton pump. Within this camp there is still
disagreement on whether protons are pumped into or out of the peroxisomes, and while some studies done in yeast
have concluded that peroxisomes are acidic (12, 14), others done both in humans and in yeast reported a basic pH
(11, 15).

Jankowski et al. put forth convincing evidence that the pH of peroxisomes was neutral (13). Peroxisomal pH
was measured in Chinese hamster ovary (CHO) cells and human foreskin fibroblasts. CHO cells were transfected
with pHluorin-SKL (pKa ≈ 6.5 ) while human foreskin fibroblast were transfected with eGFP-SKL (unspecified
pKa). Both proteins are pH sensitive GFP mutants that have the peroxisomal targeting sequence SKL attached
to their carboxyl terminal. The proteins were confirmed to be confined to peroxisomes by double-staining with
catalase antibodies once pH measurements had been completed. When fluorescence was calibrated in vivo using
the nigericin method the pH of CHO cell peroxisomes was found to be 7.12 ± 0.13 but when the null method was
used for calibration the measured pH was 6.92 ± 0.04. Peroxisomal pH in human foreskin fibroblasts was measured
at 7.17 ± 0.22 using the nigericin method for calibration. The authors attributed the difference in their results and
those of earlier studies (11, 14) to methodological differences.

Later however van Roermund et al., using a very similar experimental design as Jankowski et al., reported
peroxisomal pH to be 8.2 ± 0.2 in the yeast S. cerevisiae (15). Cells were transfected with a different pH sensitive
GFP mutant, EYFP(H148G)-SKL that has pKa = 8.0. Roermund et al. claimed that the much lower pH obtained
by Jankowski et al. was due to the fact that pHluorin’s pKa is too low to reliably detect the high pH of peroxisomes.

Antonenkov and Hiltunen have suggested that peroxisomal pH may be variable and may depend on the phys-
iological state of the cell (16). This suggestion was part of the reasoning behind a new theory they put forth on
the permeability of the peroxisomal membrane. They had previously produced evidence that the membrane was
permeable to small solutes up to 300 Da but not to cofactors and other larger solutes (17). According to their
theory small solutes such as protons and hydroxide ions do diffuse freely through pores in the membrane but a pH
gradient may still form across it if the distribution of charges in the peroxisomes and the cytosol is uneven i.e.,
a Donnan equilibrium may be reached (16, 18). Matrix proteins in mouse and rat liver peroxisomes are mainly
positively charged, and thus are more likely to attract hydroxide ions and repel protons (18). The distribution
of macromolecular charges between the peroxisomes and the cytosol is, however, not the only determinant of the
Donnan potential across the peroxisomal membrane. Charges on other large solutes such as adenine nucleotides,
that do not cross the membrane freely, also contribute to the equilibrium Donnan potential (18). This may explain
the observed variability in peroxisomal pH.

A.2 Cell compartment electrical potential

Electrical potential differences across compartmental membranes affect the thermodynamics of ion transport between
compartments. As metabolites transported into or out of cellular compartments usually pass through the cytosol
we define the electrical potential across each compartment’s membrane (∆φcompartment) relative to the cytosol so
that ∆φcompartment = φcompartment − φcytosol. Membrane potentials in the eight compartments included in Recon
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1 are listed in Table S1, and the relevant literature is reviewed in the following sections. As with pH we assume
that no electrical potential difference exists between the cytosol and nucleus.

A.2.1 Mitochondria

Electrical potential differences across the inner mitochondrial membrane (∆φm) have been measured in isolated
mitochondria and in intact cells from various tissue (19). Values measured in intact cells have ranged from -80 to
-160 mV depending on species, cell type and experimental design. Measurements in isolated mitochondria have
generally yielded higher values ranging from -150 to -220 mV.

We chose to use measurements made in intact rat hepatocytes using the cationic fluorophore TPMP+. Three
similarly designed studies reported ∆φm values of -155.2 ± 5.2 mV (20), -161 ± 2.6 mV (21) and -150 ± 1.0 mV
(22). We used an intermediate value of -155 mV for ∆φm.

A.2.2 Extracellular fluid

It is well established that electrical potential differences across the plasma membrane (∆φe) are cell type specific
and that the difference is greatest in excitable cells (23). We chose to use the membrane potential of a nonexcitable
cell type as most cells fall into that category. Hepatocytes were a convenient choice since two of the three papers
cited above for mitochondrial membrane potential in rat hepatocytes also reported plasma membrane potentials in
the same cells. The values reported for ∆φe in the two papers were 32.8 ± 2.4 mV (21) and 27.8 ± 2.0 mV (22).

A.2.3 Golgi apparatus

The Golgi membrane potential (∆φg) has not to our knowledge been measured directly. The membrane of the Golgi
apparatus has been shown to contain an electrogenic, V-ATPase proton pump (24) but ∆φg is nevertheless assumed
to be negligible (25, 6, 26). The reason for this is the presence of large counterion (K+, Cl-) conductances through
the Golgi membrane. After a comprehensive investigation of the factors that regulate Golgi pH, Schapiro et al.
(25) concluded that the flux of counterions through the Golgi membrane was at least as high as influx of protons
driven by the V-ATPase. Golgi membrane potential was therefore assumed to be small or nonexistent. They further
concluded that Golgi pH was regulated by a balance between active transport of protons into the Golgi lumen by
the V-ATPase and passive leak of protons or their equivalents (like OH-) across the Golgi membrane.

A.2.4 Endoplasmic reticulum

The membrane of the endoplasmic reticulum (ER) does not contain active H+ V-ATPase (26, 27) and it’s perme-
ability to proton equivalents is approximately three times greater than the Golgi membrane (26). Permeability of
the ER membrane to the counterions K+ and Cl− is similar to that of the Golgi (26). These facts combined have
lead researchers to conclude that the ER membrane potential is negligible (26, 27).

A.2.5 Lysosomes

A method for noninvasive measurement of lysosomal membrane potential, based on fluorescence resonance energy
transfer (FRET), has recently been developed (28). Steady-state lysosomal membrane potential in mouse RAW264.7
macrophages averaged 19 mV. Evidence suggested that approximately half of this electrical potential was generated
by the activity of H+ V-ATPases in the lysosomal membrane, whereas the other half was generated by Donnan
effects.

A.2.6 Peroxisomes

As discussed in Section A.1.5, current theories suggest that a variable pH gradient (∆pH) may be generated across
the peroxisomal membrane by a variable Donnan potential that depends on the distribution of large, charged solutes
between the peroxisomes and cytosol (16, 18). The proton motive force ∆rG

′
p i.e., the transformed Gibbs energy

for transport of a mole of protons across a semipermeable membrane, is obtained by rewriting Eq. 5 as

∆rG
′
p = −2.303×RT ×∆pH + F ×∆φ.

If an equilibrium ion distribution is reached, such that ∆rG
′
p = 0, membrane potential is related to the pH gradient

across the membrane by;

∆φ = −2.303×RT ×∆pH

F
.
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In peroxisomes where −1.40 ≤ ∆pH ≤ 1.00 we therefore have that −61.6 mV ≤ ∆φ ≤ 86.2 mV.

A.3 Uncertainty in thermodynamic data

A.3.1 Uncertainty in standard transformed metabolite Gibbs energy of formation

Here we describe how we propagate uncertainty in experimental thermodynamic measurements or estimated ther-
modynamic parameters together with uncertainty arising from missing data, into our calculation of metabolite
Gibbs energy of formation. Let usf,i denote uncertainty in ∆fG

′0
i,est, due to the standard error in Gibbs energy

contribution estimates for structural groups. The Gibbs energy contribution of each group included in the group
contribution method was reported with a standard error; SEgr ∈ Rg,1 (29). We assume uncertainty is given by

usf,i = 2×

√√√√ g∑
p=1

(Gi,p · SEgr,p)2, (11)

where Gi,p is an element of a group enumeration matrix G ∈ Nm,g, and indicates the number of occurrences of
the pth group in the structure of the ith metabolite. SEgr,p is the standard error for the pth group. The group
enumeration matrix G, is constructed by von Bertalanffy 1.1 using the output from the group contribution software
by Jankowski et al (29).

Let uaf,i denote the uncertainty in measured metabolite Gibbs energy of formation ∆f,iG
0
obs. Although uaf,i is

not specified in Alberty’s textbooks, we take it as 4 kJ/mol as experimental error is generally between 0.04-4 kJ/mol
(29).

Let upf,i denote the uncertainty in ∆fG
′0
i,est due to uncertainty in pKa estimates of the metabolite species in the

corresponding pseudoisomer group. By comparison with experimental measurements, Szegezdi et al. (30) deemed
0.75 to be the standard error in pKa estimation by the ChemAxon plugin. This error was factored into uncertainty in
∆fG

′0
i,est in proportion to the relative abundance of species other than the predominant species at pH 7. For example;

a metabolite with a 0.7 mol fraction of the predominant species has upf,i = 2×RT ln (10)× (1− 0.7)× 0.75 = 1.16

kJ/mol (see Eq. 3). upf,i would be at its maximum theoretical value of 8.56 kJ/mol for metabolites represented by

nonpredominant species only. No Maximum upf,i for Recon 1 metabolites was 3.72 kJ/mol, as no metabolite was
represented by nonpredominant species only.

Let uHf,i denote the uncertainty due to our assumption that ∆fH
0
j = ∆fG

0
j for metabolite species in pseudoisomer

group i. As Alberty provides ∆fH
0
j,obs for a subset of metabolite species we could calculate that 14.27 kJ/mol is

the standard error in ∆fG
′0
i associated with our assumption. We set the uncertainty for all metabolites at twice the

standard error; uHf,i = 2×14.265 = 28.53 kJ/mol. From the same subset of metabolite species, we could also calculate

that 27.70 kJ/mol is the standard error in ∆fG
′0
i if one does not make any adjustment for the difference between

room temperature and body temperature, 298.15 and 310.15 K respectively. This demonstrates the importance
of adjusting ∆fG

′0
i for temperature even though comprehensive experimental data on standard enthalpies are still

desirable.
Let uIf,i denote the uncertainty associated with the absence of experimental data on ionic strength. We calculate

the minimum and maximum ∆fG
′0
i achievable with the assumption that ionic strength is between 0.05 and 0.25

M (31) and take uIf,i = 1
2 ×

(
max

(
∆fG

′0
i (I)

)
−min

(
∆fG

′0
i (I)

))
. We find that uIf,i was less than 8.75 kJ/mol for

95% of metabolites, and the maximum uIf,i was 19.61 kJ/mol. The effect of ionic strength on ∆fG
′0
i is greatest for

metabolites that have a low charge relative to the number of hydrogen atoms or vice versa (see Eq. 2). Examples
are acyl-CoAs, acyl-carnitines and starch.

Let uxf,i denote uncertainty in ∆fG
′0
i for peroxisomal metabolites due to variability in peroxisomal pH (see Table

S1). We take uxf,i = 1
2 ×

(
max

(
∆fG

′0
i (pHx)

)
−min

(
∆fG

′0
i (pHx)

))
where pHx is peroxisomal pH. uxf,i was large

for most of the 137 peroxisomal metabolites in Recon 1, and went as high as 584.40 kJ/mol.

Overall uncertainty in ∆fG
′0
i,est was calculated as uf,i =

√(
usf,i

)2
+
(
upf,i

)2
+
(
uHf,i

)2
+
(
uIf,i

)2
+
(
uxf,i

)2
, and

overall uncertainty in ∆fG
′0
i,obs was uf,i =

√(
uaf,i

)2
+
(
uHf,i

)2
+
(
uIf,i

)2
+
(
uxf,i

)2
. As discussed in Section A.3.2

uncertainty in standard transformed reaction Gibbs energy is not the sum of uncertainty for each ∆fG
′0
i involved

in a reaction. However, quantification of uncertainty for individual metabolites is still necessary when reporting
these values.
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A.3.2 Uncertainty in standard transformed reaction Gibbs energy

As we use a group contribution method that linearly approximates the group contribution to standard Gibbs energy
of formation, when calculating this uncertainty in reaction Gibbs energy, denotedusr,k, one need only consider the

groups that are either created or destroyed in the reaction. Therefore for the kth reaction, which only involves
metabolites with group contribution estimates we use

usr,k = 2×

√√√√ g∑
p=1

((
STk ·Gp

)
· SEgr,p

)2
. (12)

where Gp ∈ Nm,1 is the pth column of the group enumeration matrix corresponding to the pthgroup. As uncertainty
in measured Gibbs energy is usually lower than uncertainty in estimated Gibbs energy (29), usr,k was also used as

a slight overestimate of uncertainty in ∆rG
′0
k due to uncertainty in ∆fG

0
j,obs.

Let utr,k denote the uncertainty in ∆rG
′0
k due to the standard error in pKa estimates and the assumption

that ∆fH
0
j = ∆fG

0
j . We evaluated the actual utr,k using data for 150 reactions (34 nontransport reactions and

116 transport reactions), which only involved metabolites where both ∆fG
0
j,obs and ∆fH

0
j,obs were available in

Alberty’s tables. First; ∆fG
0
j for all species of these metabolites, except the most basic species, were recalculated

using estimated pKa values in place of measured pKa. With these ∆fG
0
j the ∆rG

′0
k for the aforementioned 150

reactions were calculated with ∆fH
0
j set equal to ∆fG

0
j for all species. With the ∆rG

′0
k calculated in this manner,

we took utr,k to be twice the standard error, which was 1.57 kJ/mol for nontransport reactions and 0.45 kJ/mol for
transport reactions.

Let uIr,k denote the uncertainty in ∆rG
′0
k due to the assumption that compartmental ionic strength ranges

from from 0.05 to 0.25 M. We calculated the minimum and maximum ∆rG
′0
k achievable within this range and

take uIr,k = 1
2 ×

(
max

(
∆rG

′0
k (I)

)
−min

(
∆rG

′0
k (I)

))
. We found that uIr,k was less than 1.87 kJ/mol for 95% of

nontransport reactions, and less than 5.94 kJ/mol for 95% of transport reactions. Maximum uIr,k was 8.65 kJ/mol
for nontransport reactions and 23.80 kJ/mol for transport reactions.

Let uxr,k denote uncertainty in ∆rG
′0
k for peroxisomal reactions due to variability in peroxisomal pH and electrical

potential (see Table S1). We take uxr,k = 1
2 ×

(
max

(
∆rG

′0
k (pHx)

)
−min

(
∆rG

′0
k (pHx)

))
where pHx is peroxisomal

pH. We found that uxr,k was up to 11.30 kJ/mol for peroxisomal nontransport reactions, and up to 14.20 kJ/mol
for peroxisomal transport reactions.

Overall uncertainty in ∆rG
′0
k was calculated as ur,k ≡

√(
usr,k

)2
+
(
utr,k

)2
+
(
uIr,k

)2
+
(
uxr,k

)2
and used to

define minimum and maximum standard transformed reaction Gibbs energy, ∆rG
′0
k,min ≡ ∆rG

′0
k − ur,k and

∆rG
′0
k,max ≡ ∆rG

′0
k + ur,k respectively.
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A.4 Thermodynamic treatment of hydrogen ions and charge in multicompartmental
metabolic reactions

Alberty (32, 31, 33) and more recently Jol et al. (34) derived relations which indicate how known constant hydrogen
ion activity and electrostatic potential should be treated when there are one or more phases or compartments.
We wish to add some clarity to those efforts by presenting a complementary derivation where the criterion for
spontaneous change for a transport reaction is derived beginning with the first and second laws of thermodynamics
and Gibbs’ fundamental equation for the differential of internal energy. Jol et al. (34) arrive at the same end
result, but start with the basic equation for the Gibbs energy of a mono-compartmental chemical reaction involving
metabolite species, which is then supplemented with terms to model a multicompartmental chemical reaction
involving reactants (representing pseudoisomer groups).

The second law of thermodynamics is a statistical law (35) which states that the entropy of an isolated system,
which is of constant volume and is not in equilibrium, will tend to increase over time. At equilibrium, the entropy
reaches a maximum (36). An isolated system is one with no material or energy exchange with the environment.
In contrast, a living system is not an isolated system. However, the second law of thermodynamics can still be
applied by considering a thought experiment in which a reaction is surrounded by a bath that maintains certain
intensive variables constant (37). Together, the reaction and bath constitute a thermodynamic system. The value
of an intensive variable, such as temperature, pressure, hydrogen ion activity or electrical potential, does not
change if the size of the system under consideration changes. At typical laboratory conditions temperature is held
constant using a heat bath, and the atmosphere acts as a bath to maintain a constant pressure. In biochemical
thermodynamics the buffering capacity of intracellular proteins acts as a bath which maintains a constant hydrogen
ion activity for each compartment. In a similar way, we can consider the electrical potential within a particular
cellular compartment as a constant.

It is important to consider the definition of a thermodynamic system carefully. Most stoichiometric reconstruc-
tions are at the level of composite rather than elementary reactions, though there are exceptions (38). Within
a composite metabolic reaction if one assumes each elementary reaction is thermodynamically feasible, then the
composite reaction may be considered thermodynamically feasible. We shall consider each composite reaction and
its bath as a thermodynamic system. Similarly, a single extreme pathway may be considered thermodynamically
feasible if each composite reaction in that pathway is thermodynamically feasible, otherwise it is not thermody-
namically feasible. However, since metabolic networks are composed of many extreme pathways with subsets of
metabolites in common, it is an unsafe to speak about “thermodynamically feasible extreme pathways” (plural)
unless one can confirm that reaction directionality assignments are globally thermodynamically consistent (39).

This paper is concerned with local thermodynamic feasibility considering each composite biochemical reaction
and its own bath to be a different thermodynamically isolated system. A biochemical reaction can influence the
bath either through a change in its volume, by heat exchange, by exchange of hydrogen ions or exchange of electrical
charge. Because the entropy is a an extensive variable, the entropy of the combined system is the entropy of the
metabolites in the reaction, Smetabolic, plus the entropy of the bath, Sbath. Likewise, the change in entropy of the
combined system is the differential in entropy of the metabolites, dSmetabolic , plus the differential in entropy of
the bath, dSbath. By the second law of thermodynamics, the change in entropy over time, of the combined system,
should be nonnegative

dSmetabolic + dSbath ≥ 0. (13)

Away from equilibrium, this criterion for spontaneous change is a function of the change in entropy of the metabolites
involved in the reaction and the change in entropy of the bath. However, we wish to derive a criterion for spontaneous
change which is a function of the metabolites alone (36), so we aim to relate dSbath to properties of the metabolites
involved in the reaction.

According to Gibbs (40), the fundamental equation for the differential of internal energy of the bath is

dUbath = TdSbath − PdVbath + µ(H)dN(H)bath + µ(φ)dQbath (14)

where T is temperature, P is pressure and µ(H) is the hydrogen ion chemical potential (not including an electrical
contribution to chemical potential) and µ(φ) is the electrostatic contribution to the chemical potential for a charged
species at a given electrostatic potential. Typically µ(φ) = FQφ, where F is Faraday’s constant and Q is the charge
of a species. These intensive variables are identically constant for the bath and the metabolites in the reaction.
Vbath is the volume of the bath, N(H )bath is the number of hydrogen atoms in the bath and Qbath is the number
of electrical charges in the bath1. Observe that there is no change in abundance of any metabolite species in the
bath other than hydrogen ions or charges.

1For present purposes we consider electrical charge as a species even though its “abundance” can be negative or positive.
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Since the combined system and bath is isolated with respect to energy exchange with the environment, by the
principle of conservation of energy, the differential in internal energy of the bath dUbath, is equal and opposite
to the differential in internal energy of the metabolite solution, dUbath = −dUmetabolic. Likewise we assume that
the total volume of the system plus the bath is constant, therefore we have dVbath = −dVmetabolic. Similarly we
assume that the total number of hydrogen ions in the system plus bath is constant, then by conservation of mass,
we have dN(H)bath = −dN(H)metabolic. Finally we also assume that the total charge of the system and bath is
constant so dQbath = −dQmetabolic. These conservation relations follow as we consider the combined system to be
thermodynamically isolated with respect to exchange of mass or energy with the environment.

If we substitute these conservation relations into (14), we have

dSbath =
−dUmetabolic − PdVmetabolic + µ(H)dN(H)metabolic + µ(φ)dQmetabolic

T
(15)

and by substituting (15) for the dSbath term in (13) we have

dUmetabolic + PdVmetabolic − TdSmetabolic − µ(H)dN(H)metabolic − µ(φ)dQmetabolic ≤ 0. (16)

Note that the direction of the inequality is reversed at the same time as the signs have changed. Since we have a
criterion for spontaneous change as a function of only metabolic terms, hereafter we omit the metabolic subscripts,
as we manipulate (16) into a more useful form.

Let us define a thermodynamic potential, which we shall call the (Legendre) transformed Gibbs energy G′, as

G′ ≡ U + PV − TS − µ(H)N(H)− µ(φ)Q (17)

where the rationale for this particular definition will follow later. Since the transformed Gibbs energy of the
metabolic system is a state variable, its exact differential (36) is

dG′ = dU + PdV + V dP − TdS − SdT −N(H)dµ(H)− µ(H)dN(H)−Qdµ(φ)− µ(φ)dQ. (18)

The net change in number of hydrogen ions due to a reaction is

dN(H) =

N∑
j=1

Nj(H)dnj , (19)

where Nj(H) is the number of hydrogen atoms in metabolite species j, nj is the amount of species j, and N is the
number of species in the system. The net change in charge due to a reaction is

dQ =

N∑
j=1

Qjdnj , (20)

where Qj is the charge of metabolite species j. The fundamental equation for the differential of internal energy for
the N metabolite species in the reaction is

dU = TdS − PdV +

N∑
j=1

µjdnj , (21)

where µj denotes the chemical potential of metabolite species j. Insertion of (19), (20) and (21) into (18) gives

dG′ = V dP − SdT −N(H)dµ(H)−Qdµ(φ) +

N∑
j=1

(µj − µ(H)Nj(H)− µ(φ)Qj)dnj . (22)

This is a criterion for spontaneous change expressed in terms of change in pressure, temperature, hydrogen ion
chemical potential, electrical potential and the abundance of each metabolite. If we define the Legendre transformed
chemical potential of a metabolite species as the partial derivative of the transformed Gibbs energy

µ′j ≡
(
∂G′

∂nj

)
= µj −Nj(H)µ(H)− µ(φ)Qj , (23)
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then for reactions which occur within a single compartment at constant pressure, temperature, hydrogen ion chemical
potential and electrical potential, the criterion for spontaneous change is simply

(dG′)P,T,µ(H),µ(φ) =

N∑
j=1

µ′jdnj .

However, when a reaction involves transport of metabolite species between different compartments with possibly
different hydrogen ion activity or electrical potential then the criterion for spontaneous change for a reaction is

(dG′)P,T = −N(H)dµ(H)−Qdµ(φ) +

N∑
j=1

µ′jdnj , (24)

where N(H) the net number of hydrogen ions transported from initial to final compartment, dµ(H) is the difference
between initial and final compartment hydrogen ion chemical potential, Q is the net number of charges transported
from initial to final compartment and dµ(φ) is the difference between the appropriately scaled electrostatic potential
between the initial and final compartment. Finally, note that the definition of the transformed Gibbs energy (17)
was not chosen arbitrarily as the TdS and PdV in (18) have been canceled out by (18) and do not appear in (22).
In addition the µ(H)dN(H) term for hydrogen ions and the µ(φ)dQ terms for the charge in (18) have also been
canceled out.

In accordance with Alberty (41), where there are reactions involving electric potential differences, the activity aj
of an ion can be defined in terms of its chemical potential µj ; and the electric potential φk of the kth compartment
with

µj = µ◦j +RT ln(aj) + FQjφk.

In treating the fundamental equations of thermodynamics, chemical potentials of species are always used, but in
making calculations when temperature and pressure are constant, chemical potentials are replaced by Gibbs energies
of formation

µ◦j = ∆fG
◦
j

µj = ∆fGj = ∆fG
◦
j +RT ln (aj) + FQjφk

and Legendre transformed chemical potentials are replaced by transformed Gibbs energies

µ◦′j = ∆fG
◦′
j

µ′j = ∆fG
′
j

= ∆fGj −Nj(H)∆fG(Hk)− FQjφk
= (∆fG

◦
j +RT ln (aj) + FQjφk)−Nj(H)∆fG(Hk)− FQjφk

= ∆fG
◦′
j +RT ln (aj)

where ∆fG(Hk) denotes the Gibbs energy of formation of a hydrogen ion in compartment k. A consequence is
that the Legendre transformed chemical potential of a hydrogen ion is zero in every compartment, irrespective of
hydrogen ion activity or electrical potential. However, the direction of free diffusion of a hydrogen ion between two
compartments with identical hydrogen ion activity, but different electrical potential, is determined by the sign of
the driving force (dG′)P,T,µ(H) = −Qdµ(φ) = −dµ(φ), from (24), due to the transport of a positive charge between
compartments.

Acid dissociation reactions equilibrate more rapidly than enzyme-catalyzed reactions. At the time scale of
enzyme-catalyzed reactions, acid dissociation reactions can therefore be assumed to be at equilibrium. Because
the transformed chemical potential of the hydrogen ion is always zero, chemical species that are related by acid
dissociation reactions (acid-base pairs) have the same transformed chemical potential at the time scale of enzyme-
catalyzed reactions. Chemical species that are related by acid dissociation reactions are known as pseudoisomer in
analogy to structural isomers which have the same chemical potential at equilibrium (41). Because they have the
same transformed chemical potential, terms for pseudoisomers in the summation in Eq. 24 can be collected to give

(dG′)P,T = −N(H)dµ(H)−Qdµ(φ) +

N ′∑
i=1

µ′idn
′
i, (25)
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where µ′i is the transformed chemical potential of pseudoisomer group i, n′i =
∑
nj is the amount of pseudoisomer

group i, and N ′ is the number of pseudoisomer groups in the system. In contrast to chemical reactions, which are
treated in terms of individual chemical species, biochemical reactions are treated in terms of pseudoisomer groups.

Changes in the amounts of pseudoisomer groups in a system where a biochemical reaction occurs, are not
independent but related through the reaction stoichiometry. The amount n′i of pseudoisomer group i at any point
in the biochemical reaction is (41);

n′i = (n′i)0 + v′iξ
′, (26)

where (n′i)0 is the initial amount of the pseudoisomer group in the system, v′i is the stoichiometric coefficient for
the pseudoisomer group in the reaction, and ξ′ is the apparent extent of the reaction. The differential of ni is then;

dn′i = v′idξ
′. (27)

Substitution of Eq. 27 into Eq. 25 gives;

(dG′)P,T = −N(H)dµ(H)−Qdµ(φ) +

 N ′∑
i=1

v′iµ
′
i

 dξ′. (28)

The transformed reaction Gibbs energy ∆rG
′ of a reaction is defined as the rate of change of G′ with the apparent

extent of the biochemical reaction;

∆rG
′ =

(
δG′

δξ′

)
T,P

= −N(H)dµ(H)−Qdµ(φ) +

N ′∑
i=1

v′iµ
′
i. (29)

A.5 Concentrations of water and dissolved gases

In the treatment of biochemical reactions it is typical to assume an activity of water equal to one (42). In addition,
we use the dissolved oxygen (reactant) concentration range, 0.1 − 8.6 × 10−6 M . In aqueous phase the reactant
carbon dioxide is distributed between a number of metabolite species, some involving water [CO2] = [CO2(aq)] +
[CO2−

3 ] + [HCO−3 ] + [H2CO3]. We assumed a carbon dioxide concentration of [CO2] = 1 mM (43). The details
follow the special thermodynamic treatment of carbon dioxide as described by Alberty, (Section 8.7 in (31)).

A.6 Reactions with inconsistent qualitative and quantitative directionality assign-
ments

In Sections A.6.1 and A.6.2 we discuss our results for 19 reactions that had inconsistent qualitative and quantitative
directionality assignments. All reactions are written out as they were in Recon 1 but with reaction arrows indicating
their quantitative directionality.

A.6.1 Reactions with incorrect quantitative directionality assignments

Complex structural transformations The group contribution method used here does not appear to be suitable
for estimation of reaction Gibbs energies for complex structural transformations such as opening or closing of rings.
Four such reactions had conflicting qualitative and quantitative directionality. One of the four reactions was the
final step in IMP synthesis;

IMP + H2O → 5-formamido-1-(5-phospho-D-ribosyl)imidazole-4-carboxamide,

which is catalyzed by IMP cyclohydrolase (E.C. 3.5.4.10). Kinetic studies on IMP cyclohydrolase have shown
that this reaction is irreversible in the reverse direction (44). We estimated that ∆rG

′0
k = −51.9 ± 19.5 kJ/mol

and ∆rG
′
k,max = −2.6 kJ/mol for the reaction so it was quantitatively irreversible in the forward direction. We

attribute the incorrect quantitative directionality assignment to the complexity of the structural transformation
that takes place in the reaction (Fig. S10a).

The other three ring opening or closing reactions that had conflicting qualitative and quantitative directionality
included a nonenzymatic reaction from lysine degradation;

1-piperideine-6-carboxylate + H2O + H+ ← L-allysine,
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a similar nonenzymatic reaction from arginine and proline metabolism;

L-glutamic 5-semialdehyde → 1-pyrroline-5-carboxylate + H2O + H+,

and the photolysis of 7-dehydrocholesterol in skin;

7− dehydrocholesterol ← previtamin D3.

An additional source of error in the standard transformed Gibbs energy estimate for the last reaction is that it is
driven by UV radiation (45, 46) which was not considered in our thermodynamic calculations.

Photolysis of 7-dehydrocholesterol in skin is followed by spontaneous isomerisation of previtamin D3 to vitamin
D3 (45, 46) in the reaction

previtamin D3 ← vitamin D3.

This is another complex structural transformation in the sense that previtamin D3 is composed of a very different
set of groups recognized by the group contribution method than vitamin D3 (Fig. S10b). The equilibrium constant
for the isomerisation at 37°C has been measured as 1.76 or 6.22 depending on the media (46), meaning ∆rG

′0
k for the

reaction is -1.4 or -4.7 kJ/mol. The reaction should therefore be reversible at intracellular conditions. We obtained
∆rG

′0
k = 278.0 ± 54.7 kJ/mol and ∆rG

′
k,min = 193.5 kJ/mol indicating that previtamin D3 formation was highly

favored. The group contribution method therefore appears to be unsuitable for estimation of the Gibbs energy for
this reaction.

A.6.2 Reactions with correct quantitative directionality assignments

ATP-dependent excretion of bilirubin monoglucuronide into serum Bilirubin is a product of heme
catabolism. Due to its hydrophobic nature it is transported in blood in complex with serum albumin. Under
normal conditions it is taken up by hepatocytes where it is conjugated with glucuronide and secreted in bile (47).
Under cholestatic conditions, where bile flow is hindered, bilirubin glucuronides (bilglcur) are excreted from hepa-
tocytes into serum in an ATP dependent transport process;

cytosolic bilglcur + ATP + H2O → extracellular bilglcur + ADP + Pi + H+.

This transport appears to be mediated by multidrug resistant protein 3 (MRPs) which is a member of the
ATP binding cassette (ABC) family of transporters (48). ATP-dependent excretion of bilirubin glucuronide was
qualitatively reversible but quantitatively forward with ∆rG

′
k,max = −20.3 kJ/mol. The only metabolite in this

reaction that had group contribution estimated ∆fG
0
i was bilirubin glucuronide. As this metabolite appears on

both sides of the reaction, our confidence in the ∆rG
′0
k estimate is high.

Oxidation of L-4-Hydroxyglutamic semialdehyde An intermediate step in the metabolism of trans-4-hydroxy-
L-proline to pyruvate and glyoxylate, is the oxidation of L-4-hydroxyglutamic semialdehyde by NAD to form erythro-
4-hydroxy-L-glutamate;

L-4-hydroxyglutamic semialdehyde + NAD + H2O → erythro-4-hydroxy-L-glutamate + NADH + 2 H+.

This reaction was included in Recon 1 based on data in the KEGG database (49). It was qualitatively reversible
but quantitatively forward with ∆rG

′
k,max = −17.6 kJ/mol. The reaction is analogous to an intermediate step in

the metabolism of proline to glutamate, which proceeds via an L-glutamic 5-semialdehyde intermediate (50, 51);

L-glutamic 5-semialdehyde + NAD + H2O → glutamate + NADH + 2 H+.

Both reactions are catalyzed by 1-pyrroline-5-carboxylate dehydrogenase (E.C. 1.5.1.12) in Recon 1. Oxidation
of L-glutamic 5-semialdehyde is known to be irreversible (50, 51), which supports our results for oxidation of
L-4-hydroxyglutamic semialdehyde.

Hydrolysis of S-formylglutathione Formaldehyde from exogenous and endogenous sources is detoxified in
human cells through the combined action of formaldehyde dehydrogenase (E.C. 1.2.1.1) and S-formylglutathione
hydrolase (E.C. 3.1.2.12). Formaldehyde dehydrogenase catalyses oxidation of formaldehyde in the reversible reac-
tion (52)

formaldehyde + reduced glutathione + NAD � S-formylglutathione + NADH + H+.
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S-Formylglutathione is then hydrolyzed by S-formylglutathione hydrolase in the reaction (53)

S-formylglutathione + H2O → formate + reduced glutathione + H+.

The S-formylglutathione hydrolase reaction was qualitatively reversible but quantitatively forward with ∆rG
′
k,max =

−7.6 kJ/mol. Experiments have shown that the reaction is irreversible in the forward direction (53), supporting
the quantitative directionality assignment.

Cytosolic and extracellular oxidation of glutathione Glutathione is vital to a variety of cellular functions.
It reacts with free radicals to form less reactive chemicals, it is a substrate for several metabolic reactions, and it
participates in regulation of multiple cellular processes (54). Glutathione is synthesized from glutamate, cysteine
and glycine in two sequential reactions catalyzed by γ-glutamylcysteine synthetase (E.C. 6.3.2.2) and glutathione
synthetase (E.C. 6.3.2.3) (54). In the cytosol and extracellular fluid, glutathione is oxidized to glutathione disulfide
in the reaction

2 glutathione + H2O2 → glutathione disulfide + 2 H2O,

which is catalyzed by glutathione peroxidase (E.C. 1.11.1.9). Reduction of glutathione disulfide to glutathione is
catalyzed by the NADPH-dependent glutathione reductase (E.C. 1.8.1.7) (54). The glutathione-glutathione disulfide
couple is the most abundant redox couple in the cell and the glutathione:glutathione sulfide concentration ratio
is often used as a measure of the cellular redox state (54, 55). This concentration ratio is high (>10) at normal
conditions but is lowered when the cell is exposed to oxidative stress.

An experimentally determined equilibrium constant for the glutathione peroxidase reactions could not be found
in the literature. The reactions were set to reversible in Recon 1 but we obtained ∆rG

′
k,max = −154.0 kJ/mol for the

cytosolic reaction and ∆rG
′
k,max = −151.7 kJ/mol for the extracellular reaction, indicating that both reactions were

irreversible in the forward direction. Our confidence in ∆rG
′0
k for the reactions are high as they were determined

using only ∆fG
′0
i,obs. Quantitative directionality is therefore most likely correct for these reactions.

Vitamin B6 metabolism Vitamin B6 is an essential nutrient for humans which occurs in diet as three distinct
vitamers; pyridoxine, pyridoxamine and pyridoxal. The three vitamers differ only in the functional group present
in the 4’ position of the pyridine ring common to all of them. This position holds an aldehyde group in pyridoxal,
an alcohol in pyridoxine and an amine in pyridoxamine (56, 57, 58). Inside cells, the three dietary vitamers
are converted to pyridoxal 5’-phosphate; the main active form of vitamin B6. The first step in this conversion is
phosphorylation of the pyridine ring in the 5’ position by pyridoxal kinase (E.C. 2.7.1.35). This single step is sufficient
to convert pyridoxal to pyridoxal 5’-phosphate but an additional oxidation step, catalyzed by pyridox(am)ine-5’-
phosphate oxidase (E.C. 1.4.3.5) is required for complete conversion of the other two vitamers (56, 57, 58). The
two pyridox(am)ine-5’-phosphate oxidase reactions are;

pyridoxine 5’-phosphate + O2 → pyridoxal 5’-phosphate + H2O2,

and
pyridoxamine 5’-phosphate + H2O + O2 → pyridoxal 5’-phosphate + NH+

4 + H2O2.

Both reactions were set to reversible in Recon 1. We obtained ∆rG
′
k,max = −53.6 kJ/mol for the pyridoxine

reaction and ∆rG
′
k,max = −59.6 kJ/mol for the pyridoxamine reaction, so they were quantitatively forward. To

our knowledge, the equilibrium constants of these reactions have not been measured but a different amine oxidase
reaction has been shown to have a negative ∆rG

′0
k of -19 kJ/mol (59). The functionality of Recon 1 was not affected

by setting these reactions to irreversible in the forward directions. These facts combined lead us to conclude that
the quantitative directionalities of these two reactions were correct.

Vitamin A metabolism Active forms of vitamin A in humans include the all-trans- and 13-cis-retinoic acid
isomers (60). Each is formed by oxidation of the corresponding retinal isomer in a reaction of the type

retinal + NAD(P) + H2O → retinoic acid + NAD(P)H + 2 H+.

Oxidation of retinal isomers is catalyzed by retinal dehydrogenase (E.C. 1.2.1.36) (61). NAD-dependent oxidation
of both all-trans- and 13-cis-retinal was qualitatively reversible but quantitatively forward with ∆rG

′
k,max = −7.2

kJ/mol. Experiments with retinal dehydrogenase have shown that oxidation of retinal is irreversible (61) in agree-
ment with the quantitative directionality assignment.
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A.6.3 Reactions with potentially incorrect stoichiometries in Recon 1

Transport of negatively charged anions into the mitochondria Transport of coenzyme A, hydroxymethylglutaryl-
CoA, octanoyl-CoA and carbonic acid between the cytosol and mitochondria was in each case modeled as reversible
passive diffusion in Recon 1. As all four metabolites are negatively charged at physiological pH their transport
into the mitochondria, against a negative membrane potential, is endergonic. All four passive diffusion reactions
therefore had a positive standard transformed Gibbs energies and were quantitatively irreversible in the direction of
transport out of the mitochondria. Unless the mitochondrial:cytosolic concentration gradients for these metabolites
is that much higher, it is unlikely that they are transported into the mitochondria by passive diffusion.

Coenzyme A is known to be synthesized in the cytosol and transported into the mitochondria where it is used as
a cofactor in the TCA cycle and β-oxidation of fatty acids (62). When Recon 1 was published the exact transport
mechanism for coenzyme A was not known. Since then, a novel member of the mitochondrial carrier family has
been discovered which was shown to transport coenzyme A by a counterexchange mechanism (63). The most likely
candidates for exchange with coenzyme A were thought to be intramitochondrial adenine nucleotides, deoxy adenine
nucleotides and adenosine 3’,5’-diphosphate.

Formation of adenosine 5’-phosphosulfate (APS) 3’-Phosphoadenylyl sulfate (PAPS) serves as the sulfonate
donor in all sulfotransferase reactions in humans (64). It is formed from inorganic sulfate and ATP in a two step
process. In the first step, which is catalyzed by sulfate adenylyltransferase (E.C. 2.7.7.4) (64), inorganic sulfate
reacts with ATP to form adenosine 5’-phosphosulfate;

ATP + SO2−
4 + H+ ← APS + PPi.

In the second step, catalyzed by adenylyl-sulfate kinase (E.C. 2.7.1.25) (64), APS combines with a second molecule
of ATP to form PAPS;

APS + ATP → PAPS + ADP + H+.

The adenylyl-sulfate kinase reaction was both qualitatively and quantitatively forward, whereas the sulfate adeny-
lyltransferase reaction was qualitatively forward but quantitatively reverse with ∆rG

′
k,min = 7.3 kJ/mol. Measure-

ments of the apparent equilibrium constant for the sulfate adenylyltransferase reaction have ranged from 6.2×10−9

to approximately 1.1×10−8 (65, 66, 67, 68). The measured equilibrium constants correspond to ∆rG
′0
k between 47.2

and 47.6 kJ/mol which agrees well with our ∆rG
′0
k estimate of 48.3 ± 9.1 kJ/mol. The quantitative directionality

assignment for the sulfate adenylyltransferase reaction was therefore correct.
Correcting the directionality of the sulfate adenylyltransferase reaction in Recon 1 would make the model

incapable of producing PAPS. The reaction is driven in the forward direction in vivo by hydrolysis of pyrophosphate
by inorganic diphosphatase (E.C. 3.6.1.1) (64). The overall reaction for APS formation is therefore;

ATP + SO2−
4 + H2O � APS + 2 Pi.

This reaction is quantitatively reversible with ∆rG
′0
k = 23.9 ± 11.9 kJ/mol, ∆rG

′
k,min = −39.6 kJ/mol, and

∆rG
′
k,max = 56.6 kJ/mol. To correct the directionality assignment for the sulfate adenylyltransferase reaction in

Recon 1, while still maintaining the capability of the model to produce PAPS, the first step of PAPS synthesis
should be represented by the overall reaction.

26



A.7 Supplementary tables

Table S1: pH and electrical potential (∆φ) in each of the eight cellular compartments included in Recon 1. *Vari-
ability in peroxisomal pH and ∆φ was accounted for by adding uncertainty to standard transformed Gibbs energy
estimates for peroxisomal metabolites and reactions (see Sections A.3.1 and A.3.2).

Compartment pH ∆φ (mV) References
Cytosol and nucleus 7.20 0 (4)
Extracellular fluid 7.40 30 (7, 21, 22)
Golgi apparatus 6.35 0 (6, 25, 26)
Lysosomes 5.50 19 (6, 28)
Mitochondria 8.00 -155 (69, 20)
Endoplasmic reticulum 7.20 0 (6, 26)
Peroxisomes* 7.00± 1.2 12± 74 (11, 12, 13, 14, 15), (16, 18)

Table S2: Compartment-specific concentrations for the most highly connected metabolites in Recon 1 were assembled
from HMDB and literature. Metabolite names corresponding to the abbreviations in the table are given in the
Supporing Data.

Metabolite xmin (M) xmax (M)
adp[c] 1.00× 10−7 1.90× 10−3

adp[m] 2.60× 10−3 9.40× 10−3

amp[c] 1.00× 10−7 1.20× 10−3

atp[c] 1.29× 10−3 4.90× 10−3

atp[m] 2.80× 10−3 2.04× 10−2

coa[c] 2.92× 10−5 1.17× 10−4

coa[m] 2.20× 10−3 3.90× 10−3

na1[c] 1.00× 10−7 2.50× 10−2

na1[e] 1.33× 10−1 1.55× 10−1

nad[c] 1.05× 10−4 7.57× 10−4

nad[m] 5.00× 10−4 7.50× 10−3

nadh[c] 9.26× 10−7 3.83× 10−4

nadh[m] 1.00× 10−7 1.10× 10−3

nadp[c] 1.00× 10−7 5.83× 10−6

nadp[m] 1.00× 10−7 1.50× 10−3

nadph[c] 1.00× 10−7 3.75× 10−4

nadph[m] 1.00× 10−7 4.20× 10−3

nh4[c] 7.00× 10−4 9.00× 10−4

pi[c] 1.00× 10−3 6.30× 10−3

ppi[c] 2.10× 10−3 7.60× 10−3

udp[g] 1.40× 10−6 1.40× 10−4

h2o 1.00× 101 1.00× 101

co2 1.00× 10−4 1.00× 10−4

co2[c] 1.00× 10−7 1.40× 10−4

o2 8.20× 10−8 8.20× 10−6

o2[c] 1.00× 10−7 8.20× 10−6

h 1.00× 10−pH 1.00× 10−pH

References (70, 71, 72, 73, 74, 75, 76, 77)
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Table S3: Standard Gibbs energies of formation (∆fG
0
j ) for phosphate species of interest in the pH range 5-9.

*Output from the group contribution method. Predominant species at pH 7.

Species ∆fG
0
j,obs (kJ/mol) ∆fG

0
j,est (kJ/mol)

HPO2-
4 −1096.1 −1096.1*

H2PO1-
4 −1137.3 −1135.7

pKa 7.22 6.95
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A.8 Supplementary Figures
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Figure S1: Species distribution for phosphate at pH 5-9, 310.15 K and 0.15 M ionic strength. Each line represents
the pH-dependent relative abundance of a particular ion, or species, of phosphate.
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Figure S2: Schema for automatic retrieval of IUPAC International Chemical Identifiers (InChIs) from the internet
databases HMDB, KEGG and ChEBI. First, metabolite data in Recon 1 was used to retrieve database specific
identifiers. The database identifiers were then used to retrieve InChIs.
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Figure S3: Standard transformed reaction Gibbs energies (∆rG
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metabolite species standard enthalpies of formation (∆fH
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contribution of entropy to ∆rG
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k . The entropic contribution was small for 150 reactions involving only metabolites
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Figure S4: ∆fG
′0
i for phosphate in the pH range 5-9. The group contribution method returned ∆fG

0
j,est for HPO2-

4 ;

the predominant species at 298 K, 0 M ionic strength and pH 7. Instead of approximating ∆fG
′0
i,est for phosphate

at physiological conditions with ∆fG
′0
j,est for HPO2-

4 only (dashed straight line), we computed ∆fG
0
j,est for H2PO1-

4

and included it in our calculations of ∆fG
′0
i,est (solid curve). Doing this reduced the deviation of ∆fG

′0
i,est from

∆fG
′0
i,obs (dash-dot curve) at lower pH where H2PO1-

4 replaces HPO2-
4 as the predominant species. At 310.15 K

and 0.15 M ionic strength, H2PO1-
4 is the predominant species at all pH below 6.5. Below pH 6.5, the deviation of

∆fG
′0
i,est (HPO2-

4 only) from ∆rG
′0
i,obs decreases with pH. In contrast, ∆fG

′0
i,est (HPO2-

4 and H2PO1-
4 ) deviates only

slightly from from ∆rG
′0
i,obs, even at low pH.
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Figure S9: The effect of compartmental differences in pH on ∆rG
′0
k for transport reactions involving phosphate.

Cytosolic pH was increased from 5 to 9 while the pH of the second compartment was kept constant at pH 7. (a)
Increasing cytosolic pH affects ∆rG

′0
k,obs (dash-dot curve) for proton-phosphate symport into the mitochondria by

altering the distribution of phosphate species and the chemical potential of the proton. Both effects are captured
in ∆rG

′0
k,est when phosphate is represented as a pseudoisomer group consisting of both HPO2-

4 and H2PO1-
4 (solid

curve). When phosphate is represented by HPO2-
4 only, variations in cytosolic pH still affect the chemical potential

of the proton but not the distribution of phosphate species. This leads to large errors in ∆rG
′0
k,est (dashed line).

(b) ∆rG
′0
k,est for passive diffusion of phosphate between the ER and cytosol is not affected by variations in cytosolic

pH when phosphate is represented by HPO2-
4 only, because no protons are transported.

(a) (b)

Figure S10: The group contribution method appears unsuitable for estimation of reaction Gibbs energies for complex
structural transformations such as (a) the closing of the pyrimidine ring in IMP and (b) the translocation of double
bonds in vitamin D3. Reaction diagrams were created in MarvinSketch (v5.3.7, ChemAxon, Budapest, Hungary).
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