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Let X1,.. .,XN be independent random variables with continuous distribution
functions F1,. . . ,FN, respectively. Let R, be the number of observations which are
equal to or smaller than Xi, 1 < i . N. Let cl,... ,CN and a(l),. . . ,a(N) be arbi-
trary real numbers. A linear rank statistics is then defined as follows:

N
S = Zcia(R). (1)

i=l

If ct = 1, 1 _ i < m < N, and = 0, m < i < N, we have the so-called two-sample
problem.

Linear rank statistics are essential in nonparametric statistical theory. The
central problem concerning these statistics is to establish conditions under which
they are asymptotically normal, either with natural parameters (ES, var S), or
with some other parameters (g, 2). Assume that the scores a(i) are generated by a
function (p(t), 0 < t < 1, as follows:

a(i) = (N+ 1) - < N (2)

or

a(i) = E<p(UN(t)), (3)

where UN() is the ith order statistic in a sample from the uniform distribution on
(0,1).

Condition A: We have (p(t) = SO1(t)- (2(t), where (p(t) is nondecreasing, square
integrable, and absolutely continuous on every interval (e, 1 - e), 0 < e < 1/2.
THEOREM. Let the scores be given by (2) or (3) with (p(t) satisfying Condition A.

Then for every e = (el, e2, E3) there exists an NE such that N > N,,
N

E (ct - j)2 N

> 1, c = - ci, (4)
N max (ci - j)2 N~
i<iN

and
N

var S > E2 fZ (cii -)2 (5)
i= 1

entail

max {P(S -ES < x<va~S- 7)''f exp(-1/2y2)dyi< E3 (6)

Conclusion (6) also holds with var S replaced by
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MATHEMATICS: J. HAJEK

N l N xi N_
2= E var[ E (cj - cf)< '(N-1 EFk(X))dFN(x) (7)

i=1Nj=1 0 k~~~~~~1=1

Moreover, if

max max IF,(x) - Fj(x)
1-<i,j<NV --<x<az

is sufficiently small, then var S may be replaced by
N l

d2= (c, - £T)2J ko(t) -o]2dt. (8)

This theorem modifies or generalizes the result by Chernoff-Savagel and the
more recent result by Govindarajulu-LeCam-Raghavachari2 in three main respects.
First, instead of the two-sample case (zero-one cj's), the general case is considered.
Second, the class of scores generating function is larger (considerably compared to
Chernoff-Savage and slightly compared to Govindarajulu-LeCam-Raghavachari).
Third, the parameters are natural. On the other hand, in the two last-mentioned
papers it is proved that ES in (6) may be replaced by

N N

A= E cjE~p(N-' Ei Fk(Xi)), (9)
i=1 k=1

which is not asserted in the present theorem.3 Moreover, Govindarajulu-LeCam-
Raghavachari showed that the assertion of the theorem holds uniformly on some
subsets of the scores functions.
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