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1 Network Deficiency and Monostable Reaction Networks

In this section, we provide details of the proofs to rule out multistability for certain scaffold binding
models with linear (de)phosphorylation rates, i.e. for models of the type LR-S. We also state in
detail various definitions and the main theorem of network deficiency theory and an important
result regarding strongly sign determined systems.

1.1 Network deficiency

The network deficiency theory [3] can be used to prove that certain chemical reaction networks can
not exhibit multistability regardless of the reaction parameters used. This creates a strong analytic
result without the use of Monte Carlo simulations. We state the definitions and main theorems for
network deficiency below.

A chemical reaction network, {S,G,R}, consists of three sets: a finite set S representing
the molecular species, the set of complexes G, and the set of reactions in the network R. We
reserve the symbol C to denote the number of complexes in a given network. The complexes in the
system are simply the left or right hand sides of every chemical reaction, e.g. A+B and C for the
reaction A+B → C. The basic mathematical object to be studied here is a graph whose edges are
the different complexes (each appearing only once), and where the directed edges are the different
reactions. Notice that no mention is made of the parameters for the system, e.g. the rates at which
the reactions take place. This is because the results will be independent of their (positive) values.

The linkage classes of a network are the strongly connected components of the undirected form
of the reaction graph. That is, two complexes are in the same linkage class if there is an undirected
path connecting them. We call ℓ the number of linkage classes. The rank of a reaction network

1



(denoted by r) is defined as the rank of the standard stoichiometry matrix of the system. The
deficiency of a network {S,G,R} is defined by

δ = C − ℓ− r

Say that a complex y ultimately reacts to z if there is a directed path on the reaction graph
from y to z, and denote it by y ⇒ z. A chemical reaction network is weakly reversible if y ⇒ z
implies z ⇒ y. That is, weak reversibility means that whenever one can reach complex z from
complex y through a directed path of reactions, then one can also reach y from z through another
directed path.

Theorem 1.1 (Deficiency Zero Theorem). Let {S,G,R} be any reaction network of deficiency
zero. If the network is weakly reversible, then for any mass action kinetics k ∈ (Z+)|R|, the differ-
ential equations for the mass action system {S,G,R, k} have the following properties: there exists
within each positive stoichiometric compatibility class precisely one equilibrium; that equilibrium is
asymptotically stable, and there cannot exist a nontrivial cyclic composition trajectory in (Z+)|R|.

The original proofs of this theorem date back to the work of Horn and Jackson [7] and Fein-
berg and Horn [4], according to Gunawardena [6]. To understand the concept of a stoichiometric
compatibility class, think of a system with several forms of the same protein, say B0, . . . , Bn for
different forms of a given protein B. Suppose the total amount of substrate is constant throughout,
e.g. B1 + . . . + Bn = Btot. A stoichiometric compatibility class is the set of all states that have a
specific total amount of B, say Btot = 100, as well as specific total amounts of every other protein
involved.

1.2 Applications of network deficiency

We apply the Deficiency Zero Theorem to show that the chemical reaction networks below cannot
exhibit multistability regardless of the reaction parameters used. As stated above, we will work with
the linear rate model LR-S throughout.

Theorem 1.2. If the phosphorylation and dephosphorylation only take place for the scaffold unbound
substrates, we can rule out multistability.

Reaction Diagram:

B0 GGGBFGGGB1 GGGBFGGGB2 GGGBFGGG ... GGGBFGGGBn

Bi + S GGGBFGGGBiS for i = 0, ..n

Proof. The reaction network is weakly reversible and we verify that

C = 3(n+ 1)

l = n+ 2

r = 2n+ 1

δ = 0

Hence by the Zero Deficiency theorem, there exists exactly one asymptotically stable steady state
which can calculated from the steady state analysis.

Theorem 1.3. If the phosphorylation and dephosphorylation only take place for the scaffold bound
substrates, we can rule out multistability.

Proof. The network is weakly reversible and unlike that in the previous result, it has a single linkage
class as shown in the following network:
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We compute the deficiency of this systems as follows:

C = 2(n+ 1)

l = 1

r = 2n+ 1

δ = 0

Hence by the Zero Deficiency theorem, there exists exactly one asymptotically stable steady state
as before, for a given stoichiometric compatibility class.

1.3 Strongly sign determined systems

For chemical reaction networks that are not weakly reversible or don’t have deficiency zero, the
Deficiency Zero Theorem cannot be applied. We can rule out multistability for some reaction
networks by examining the stoichiometric matrix of the chemical reaction network and applying the
results from [1, 2]. We state the following definitions and theorems below. Moreover ERNEST [8],
a Matlab toolbox, can be used to computationally verify the results.

A chemical reaction system with n species and m reactions can be written in the form

x′ = Mv(x),

where x = [x1, ..., xn]
T is the nonnegative n-vector of species concentrations, v = [v1, ..., vm]T is the

m-vector of the reaction rates, and M is the n × m stoichiometric matrix. A reaction system is
nonautocatalytic if the stoichiometric matrix M and the matrix V T , defined by the m×n matrix
V (x), Vij = ∂vi

∂xj
, have opposite sign structures in the following sense: MijVji ≤ 0 for all i, j, and

Mij = 0 → Vji = 0. In general, the assumption that a system is nonautocatalytic holds for mass
action systems, provided that the reactant only occurs on one side of a reaction.

A square matrix P is sign-nonsingular if the sign of its determinant is nonzero and can be
determined from the signs of its entries (i.e. if Q is any other matrix with sign(pij) = sign(qij) for
all i, j, then sign(detP ) = sign(detQ)). A matrix M is strongly sign determined if all square
submatrices of M are either sign-nonsingular or singular.

Theorem 1.4. If the reactions in a continuous flow stirred tank reactor are nonautocatalytic, and
the stoichiometric matrix M is strongly sign determined, then the system does not admit multiple
equilibria.

For the original proof of this theorem see Corollary 3.5 in Banaji et al [1].

1.4 Applications of strongly sign determined systems

Theorem 1.5. Suppose there is only one phosphorylation site, i.e. n = 1. If phosphorylation and
dephosphorylation take place on both scaffold bound and unbound substrates then we can rule out
multistability.

Proof. This network, as well as all other networks considered in this manuscript, lie within the
framework of reactions in a cotinuous flow stirred tank reactor. The network for this system is
reproduced below:

3



B
0
S B

1
S

B
0
+ S B

1
+ S

B  
1

B
0

It can be verified that this system is weakly reversible, but it has deficiency 1, hence the
Deficiency Zero Theorem doesn’t apply. However we compute the stoichiometric matrix for x =
[B0, B1, B0S,B1S, S]

T as

M =



−1 1 0 0 0
1 −1 0 0 0
0 0 1 −1 0
0 0 −1 1 0
−1 0 1 0 −1
1 0 −1 0 1
0 −1 0 1 −1
0 1 0 −1 1


Since each species appears at most on one of the two sides of a given reaction, the system is

nonautocatalytic. It was verified computationally that the stoichiometric matrix is also strongly
sign determined, by inspecting each square submatrix. Using the results stated above we conclude
the proof.

Theorem 1.6. Suppose that there is only one phosphorylation site, phosphorylation takes place only
for scaffold bound substrates and dephosphorylation takes place only on scaffold unbound substrates.
Then multistability is not possible, for any reaction parameter values on a given stoichiometric
compatibility class.

Proof. This system is not weakly reversible, hence deficiency results do not apply. Once again, for
x = [B0, B1, B0S,B1S, S]

T the stoichiometric matrix is

M =


1 −1 0 0 0
0 0 −1 1 0
−1 0 1 0 −1
1 0 −1 0 1
0 −1 0 1 −1
0 1 0 −1 1


After checking that the system is nonautocatalytic, and after verifying numerically that M is

strongly sign determined, the result follows.

Theorem 1.7. For the system LR-S, suppose that there is only one phosphorylation site, phos-
phorylation takes place for scaffold unbound substrates and dephosphorylation takes place only on
scaffold bound substrates. Then multistability is not possible, for any reaction parameter values on
a given stoichiometric compatibility class.

B0GGGAB1

B0SDGGGB1S

Bi + S GGGBFGGGBiS for i = 0, 1
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Proof. This system is also not weakly reversible. Once again, for x = [B0, B1, B0S,B1S, S]
T the

stoichiometric matrix is

M =


−1 1 0 0 0
0 0 1 −1 0
−1 0 1 0 −1
1 0 −1 0 1
0 −1 0 1 −1
0 1 0 −1 1


After checking that the system is nonautocatalytic, and after verifying numerically thatM is strongly
sign determined, the result follows.

1.5 Equal scaffold binding rates across phosphoforms

Theorem 1.8. In Model LR-S, if the rates of binding and unbinding to the scaffold are independent
of the phosphorylation state of the system, then multistability is not possible.

Proof. For i = 1, .., n− 1, we have the following rate equations:

d[B0]

dt
= −α0[B0] + δ0[B1] + kd[B0S]− ka[B0][S]

d[Bi]

dt
= δi[Bi+1] + αi−1[Bi−1]− (αi + δi)[Bi] + kd[BiS]− ka[Bi][S]

d[Bn]

dt
= αn−1[Bn−1]− δn−1[Bn] + kd[BnS]− ka[Bn][S]

d[B0S]

dt
= −α0[B0S] + δ0[B1S]− kd[B0S] + ka[B0][S]

d[BiS]

dt
= δi[Bi+1S] + αi−1[Bi−1S]− (αi + δi)[BiS]− kd[BiS] + ka[Bi][S]

d[BnS]

dt
= αn−1[Bn−1S]− δn−1[BnS]− kd[BnS] + ka[Bn][S]

Let

[B] =
n∑

i=0

[Bi]

[BS] =
n∑

i=0

[BiS]

Then

d[B]

dt
=

n∑
i=0

d[Bi]

dt
= kd

n∑
i=0

[BiS]− ka[S]
n∑

i=0

[Bi] = kd[BS]− ka[B][S]

d[BS]

dt
=

n∑
i=0

d[BiS]

dt
= −kd

n∑
i=0

[BiS] + ka[S]
n∑

i=0

[Bi] = −kd[BS] + ka[B][S]

Notice that this is the description of the much simpler system S + B ↔ SB, with on-rate ka,
and off-rate kd. At steady state, we define k = ka

kd then

[BS] =
ka

kd
[B][S] = k[B][S]

From the conservation of substrates,

[B] = Btot − [BS]

[BS] = Stot − [S]
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Substituting in the previous equation and simplifying, we have

k[S]2 + k(Btot − Stot + 1)[S]− Stot = 0

a polynomial of degree 2. Since the discriminant is positive, (k(Btot − Stot) + 1)2 + 4kStot > 0, and
the constant term is negative, there must exist exactly one positive root. Thus, there exists exactly
one steady state of the reduced system, which attracts all solutions.

We still need to show that the original system has a unique, globally attractive solution. We know
from our previous analysis that at steady state the free scaffold variable S is equal to a uniquely
defined value S0. Therefore after setting all left hand sides of the system to zero, we can also set
S = S0. But these are now the equations of a linear system, more precisely, the linear reaction
system Bi → Bi+1, Bi+1 → Bi, SBi+1 → SBi, SBi → Bi, and Bi → SBi, the last with rate kaS0.
This linear system has a unique steady state for the given total protein concentrations, therefore the
set of equations has a unique solution and the proof of the statement is complete.

2 Steady State Analysis

Given a multisite phosphorylation system it is sometimes possible to write all system variables at
steady state explicitly in terms of chemical parameters and total protein concentration, in particular
ensuring the uniqueness of a steady state solution. When this is not possible, we have followed
and generalized a technique described in [9], in order to write a small system of algebraic equations
involving Etot, Btot, and, in here, Stot. The solutions of this small system of equations are in bijec-
tive correspondence with the roots of the ODE of the chemical reaction system, thus substantially
reducing the problem of determining how many roots the system has. We carry out this technique
with the various models involved in this paper.

2.1 Model LR-NS

Using linear rates, the model in which no scaffold is present and phosphorylation and dephosphory-
lation occurs on the substrates.

Let [X(1)] be the steady state of substrate X for model LR-NS.
Conservation equations:

Btot =
n∑

i=0

[B
(1)
i ]

Steady state concentrations: For ζi =
αi

δi
, and A = Etot

Ftot
, we have

[B
(1)
i+1] =

αi

δi

Etot

Ftot
[B

(1)
i ] = ζiA[B

(1)
i ] for i = 0, .., n− 1

Steady state solution: Using the conservation equation and steady state concentrations, we can solve

for the steady state solution in terms of [B
(1)
0 ] by

[B
(1)
0 ] =

Btot

1 +
∑n−1

i=1 (
∏i−1

k=0 ζk)A
i

which can be solved explicitly for any A.

2.2 Model NMA-S

Using mass action kinetics, the model in which no scaffold is present and phosphorylation and de-
phosphorylation occurs on the substrates.
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Let [X(2)] be the steady state of substrate X for model NMA-S.
Conservation equations:

Btot =
n∑

i=0

[B
(2)
i ] +

n−1∑
i=0

[EB
(2)
i ] +

n∑
i=1

[FB
(2)
i ]

Etot = [E(2)] +
n−1∑
i=0

[EB
(2)
i ]

Ftot = [F (2)] +
n∑

i=1

[FB
(2)
i ]

For i = 0, 1, ..., n− 1, the Michaelis-Menten constants are defined as follows

kEM,i =
bEi + ci
aEi

kFM,i+1 =
bFi+1 + di+1

aFi+1

Steady state concentrations: For i = 0, 1, ..., n− 1, λi =
cik

F
M,i+1

di+1kE
M,i

, and t = [E(2)]
[F (2)]

[B
(2)
i+1] =

cik
F
M,i+1

di+1kEM,i

[E(2)]

[F (2)]
[B

(2)
i ] = λit[B

(2)
i ]

[EB
(2)
i ] =

1

kEM,i

[E(2)][B
(2)
i ]

[FB
(2)
i+1] =

1

kFM,i+1

[F (2)][B
(2)
i+1]

Then for i = 1, ..., n, we have

[B
(2)
i ] =

i−1∏
k=0

λkt
i[B

(2)
0 ]

Steady state solution: We introduce the polynomials, ϕ
(2)
0 (t), ϕ

(2)
1 (t), ϕ

(2)
2 (t) defined below

n∑
i=0

[B
(2)
i ] = [B

(2)
0 ](1 +

n∑
i=1

(

i−1∏
k=0

λk)t
i = [B

(2)
0 ]ϕ

(2)
0 (t)

n−1∑
i=0

[EB
(2)
i ] = [E(2)][B

(2)
0 ](

n−1∑
i=0

(
1

kEM,i

i−1∏
k=0

λk)t
i = [E(2)][B

(2)
0 ]ϕ

(2)
1 (t)

n∑
i=1

[FB
(2)
i ] = [B

(2)
0 ]

n∑
i=1

(
1

kFM,i

i−1∏
k=0

λk)t
i = [F (2)][B

(2)
0 ]ϕ

(2)
2 (t)

Using the conservation equations, we have

Btot = [B
(2)
0 ](ϕ

(2)
0 (t) + [E(2)]ϕ

(2)
1 (t) + [F (2)]ϕ

(2)
2 (t))

Etot = [E(2)](1 + [B
(2)
0 ]ϕ

(2)
1 (t))

Ftot = [F (2)](1 + [B
(2)
0 ]ϕ

(2)
2 (t))
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Solving for [B
(2)
0 ], we define a the steady state equation as a function Φ(2) : R2

+ → R2 by

Φ
(2)
1 ([E(2)], [F (2)]) = [E(2)]

(
1 +

ϕ
(2)
1 (t)Btot

ϕ
(2)
0 (t) + [E(2)]ϕ

(2)
1 (t) + [F (2)]ϕ

(2)
2 (t)

)
− Etot

Φ
(2)
2 ([E(2)], [F (2)]) = [F (2)]

(
1 +

ϕ
(2)
2 (t)Btot

ϕ
(2)
0 (t) + [E(2)]ϕ

(2)
1 (t) + [F (2)]ϕ

(2)
2 (t)

)
− Ftot

where the roots of Φ(2) are the steady state solutions for NMA-S.

2.3 Model LR-S

Using linear rates, the model in which phosphorylation takes place on and off scaffold and dephos-
phorylation only occurs off scaffold.

Let [X(1s)] be the steady state of substrate X for model LR-S.
Conservation equations:

Btot =
n∑

i=0

([B
(1s)
i ] + [BiS

(1s)])

Stot = [S(1s)] +
n∑

i=0

[BiS
(1s)]

Steady state concentrations:

[B
(1s)
i ] + [BiS

(1s)] =
αi−1Etot

δiFtot
[BiS

(1s)] = λi−1A[BiS
(1s)] for i = 1, ..., n

We need to set [B0S
(1s)] = f([S(1s)]) · [B(1s)

0 ], where f : R+ → R. This is done by recursive solving
the following equations from the highest index to the lowest.
For i = 1, ..., n− 1, let

ηi =
δi
kdi

βi+1 =
δi+1

kdi

κi =
kan
kdn

We have

[BnS
(1s)] = (ηiFtot + δn[S

(1s)])[B(1s)
n ]

βi+1Ftot[B
(1s)
i+1 ] + [BiS

(1s)] = (ηiFtot] + δi[S
(1s)])[B

(1s)
i ] for i = n− 1 : −1 : 1

β1Ftot[B
(1s)
1 ] + [B0S

(1s)] = β0[B
(1s)
0 ][S(1s)]

using this recursively, we can find the function f such that [B0S
(1s)] = f([S(1s)]) · [B(1s)

0 ]. Solving
for the steady state equation, as in LR-NS, we see that the steady state solution reduces to solving
the roots of a polynomial of degree n+ 2.

2.4 Model MA-S

Using mass action kinetics, the model in which phosphorylation takes place on and off scaffold and
dephosphorylation only occurs off scaffold.
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Conservation equations:

Btot =
n∑

i=0

([B
(2s)
i ] + [BiS

(2s)]) +
n−1∑
i=0

[EBiS
(2s)] +

n∑
i=1

([FB
(2s)
i ] + [FBiS

(2s)])

Stot =
n∑

i=0

[BiS
(2s)] +

n−1∑
i=0

[EBiS
(2s)]

Etot = [E(2s)] +
n−1∑
i=0

[EBiS
(2s)]

Ftot = [F (2s)] +

n∑
i=1

([FB
(2s)
i ] + [FBiS

(2s)])

Steady state concentrations:

[EBiS
(2s)] =

1

kEM,i

[E(2s)][BiS
(2s)] for i = 0, ..., n− 1

[FB
(2s)
i ] =

1

kFM,i

[F (2s)][B
(2s)
i ] for i = 1, ..., n

[FBiS
(2s)] =

1

kFM,i

[F (2s)][BiS
(2s)] for i = 1, ..., n

[Bi]
(2s) + [BiS

(2s)] =
ci−1k

F
M,i

dikEM,i

[E(2s)]

[F (2s)]
[BiS

(2s)] = λi−1t[BiS
(2s)] for i = 1, ..., n

We need to set [B0S
(2s)] = f([E(2s)], [F (2s)], [S(2s)]) · [B(2s)

0 ] · [S(2s)], where f : R3
+ → R. This is

done by recursive using the following equations, below, from the highest to the lowest index.
For i = 1, ..., n− 1, let

ηi =
di

kdi k
F
M,i

βi+1 =
di+1

kdi k
F
M,i+1

κi =
kan
kdn

Then

[BnS
(2s)] = (ηn[F

(2s)] + κn[S
(2s)])[B(2s)

n ]

βi+1[F
(2s)][B

(2s)
i+1 ] + [BiS

(2s)] = (ηi[F
(2s)] + κi[S

(2s)])[B
(2s)
i ] for i = n− 1 : −1 : 1

β1[F
(2s)][B

(2s)
1 ] + [B0S

(2s)] = β0[B
(2s)
0 ][S(2s)]

Using this recursively, we can find the function f such that [B0S
(2s)] = f([E(2s)], [F (2s)], [S(2s)]) ·

[B
(2s)
0 ] · [S(2s)].

3 MA Approaches LR as kM → ∞
For simplicity in the proof, we revert to the model in which phosphorylation only takes place on
scaffold and dephosphorylation only occurs off scaffold. The addition of dephosphorylation on scaf-
fold components will result in model LR-S and MA-S which is a similar model in terms of the
construction of the steady state equation, and determining multistability. We refer to both models
as LR-S and MA-S, respectively. It is stated in the main text that as kM becomes large, intuitively
the system NMA-S starts to resemble LR-NS (and similarly, MA-S resembles LR-S). In this section
we make that statement more precise, by describing the convergence of one model towards the other
in detail.
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3.1 Constructing conditions such that LR-NS and NMA-S have equiva-
lent steady states

For i = 0, .., n− 1, let βE
i ,βF

i+1 < O( 1ϵ ) such that

1

kEM,i

= βE
i ϵ

1

kFM,i+1

= βF
i+1ϵ

Since λi = λ̄i,

αi

δi+1
=

cik
F
M,i+1

di+1kEM,i

=
ciβ

E
i

di+1βF
i+1

Then given αi, δi+1, for arbitrary di+1 or ci

ci = di+1

αiβ
F
i+1

δi+1βE
i

or

di+1 = ci
δi+1β

E
i

αiβF
i+1

Then for

1

kEM,i

=
aEi

bEi + ci
= βE

i ϵ

1

kFM,i+1

=
aFi+1

bFi+1 + di+1
= βF

i+1ϵ

For arbitrary bEi or aEi , we have

aEi = βE
i ϵ(bEi + ci) or

bEi =
aEi
βE
i ϵ

− ci(> 0 provided ϵ is small enough)

Similarly for bFi+1 or aFi+1,

aFi+1 = βF
i+1ϵ(b

F
i+1 + di+1) or

bFi+1 =
aFi+1

βF
i+1ϵ

− di+1(> 0 provided ϵ is small enough)

We define kM as

kM = min
i=0,...,n−1

{kEM,i, k
F
M,i+1}

Lemma 3.1. If kM ≫ 1 then [E(2)] ≈ Etot and [F (2)] ≈ Ftot.

Proof. Let 1
kM

= O(ϵ).
For i = 0, ..., n− 1, using the conservation and steady states equations, we have

Etot − [E(2)]

Etot
=

n−1∑
i=0

[EB
(2)
i ]

Etot
=

[E(2)]

Etot

n−1∑
i=0

1

kEM,i

[B
(2)
i ] ≤ nBtot

1

kM
= O(ϵ)

Ftot − [F (2)]

Ftot
=

n∑
i=1

[FB
(2)
i ]

Ftot
=

[F (2)]

Ftot

n∑
i=1

1

kFM,i

[B
(2)
i ] ≤ nBtot

1

kM
= O(ϵ)

Then [E(2)] → Etot and [F (2)] → Ftot as ϵ → 0.
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Theorem 3.2. If 1
kM

≪ 1, then we can construct parameters such that [B
(2)
i ] ≈ [B

(1)
i ] for all

i = 0, 1, ..., n.

Proof. Let 1
kM

= O(ϵ).
Using the conservation equation of substrate at steady state, we have

Btot =
n∑

i=0

[B
(2)
i ] +

n−1∑
i=0

1

kEM,i

[E(2)][B
(2)
i ] +

n∑
i=1

1

kFM,i

[F (2)][B
(2)
i ]

=
n∑

i=0

[B
(2)
i ] +

1

kM

( n−1∑
i=0

[E(2)][B
(2)
i ] +

n∑
i=1

[F (2)][B
(2)
i ]

)

= [B
(2)
0 ]

(
1 +

n−1∑
i=1

( i−1∏
k=0

λk

)
ti +O(ϵ)

)
If Btot is the same for both models and

λi = ζi for i = 0, 1, ..., n

and solving for the steady states of NMA-S,

[B
(2)
0 ] =

Btot

1 +
∑n

i=1

(∏i−1
k=0 λk

)
ti +O(ϵ)

then

|[B(2)
0 ]− [B

(1)
0 ]| = Btot

M

∣∣∣∣ n∑
i=1

i−1∏
k=0

λk(u
i −Ai)

∣∣∣∣ = Btot

M
max

i=1,...,n

{ i−1∏
k=0

λk

} n∑
i=0

(ti −Ai) → 0

where M = (1+
∑n−1

i=1 (
∏i−1

k=0 λk)u
i+O(ϵ))(1+

∑n−1
i=1 (

∏i−1
k=0 λkA

i) and by Lemma 6.1. Thus for any
i = 1, ..., n

|[B(2)
i ]− [B

(1)
i ]| =

i−1∏
k=0

λk|ui[B
(2)
0 ]−Ai[B

(1)
0 ]| → 0

since u → A and [B
(2)
0 ] → [B

(1)
0 ] as ϵ → 0.

Theorem 3.3. If Etot, Ftot ≫ Btot then [E(2)] ≈ Etot and [F (2)] ≈ Ftot.

Proof.

Etot − [E(2)]

Etot
=

n−1∑
i=0

[EB
(2)
i ]

Etot
≤ Btot

Etot
= O(ϵ)

Ftot − [F (2)]

Ftot
=

n−1∑
i=0

[FB
(2)
i ]

Ftot
≤ Btot

Ftot
= O(ϵ)

Remark 3.4. Note that if Et, Ft ≫ Btot, it does not necessarily imply that [B
(2)
(i) ] ≈ [B

(1)
(i) ] for all i,

though both models will exhibit monostability [5].
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Suppose [Bi] = [B
(1)
i ] = [B

(2)
i ] for all i = 0, .., n.

Let 1
kE
M,i

, 1
kF
M,i+1

= 1 for all i = 0, 1, ..., n− 1. Then for LR-NS, the conservation equation is

Btot =
n∑

i=0

[Bi]

At steady state, the conservation equation for model NMA-S is

Btot =
n∑

i=0

[Bi] +
n−1∑
i=0

[EB
(2)
i ] +

n∑
i=1

[FB
(2)
i ]

=
n∑

i=0

[Bi] +
n−1∑
i=0

1

kEM,i

[E(2)][Bi] +
n∑

i=1

1

kFM,i

[F ][Bi]

= (1 + [E(2)])[B0] + (1 + [E(2)] + [F (2)])
n−1∑
i=0

[Bi] + (1 + [F (2)])[Bn]

Subtracting the two equations, we have

0 = [E(2)][B0] + ([E(2)] + [F (2)])

n−1∑
i=0

[Bi] + [F (2)][Bn]

Since Btot ̸= 0, there exists at least one i ∈ 0, 1, ..., n such that [Bi] ̸= 0. Suppose [B0] ̸= 0 then
[E(2)] = 0 but [E(2)] ≈ Etot from Theorem 6.3. Similarly for [Bn] ̸= 0 then [F (2)] = 0 and [Bi] ̸= 0
for i ∈ {1, ..., n− 1} then [E(2)] = [F (2)] = 0.

3.2 Constructing conditions such that LR-S and MA-S have equivalent
steady states

For i = 0, .., n− 1, let βE
i ,βF

i+1 < O( 1ϵ ) then

ci =
αi

βE
i ϵ

di+1 =
δi+1

βF
i+1ϵ

Then for arbitrary bEi or aEi

aEi = βE
i ϵ(bEi + ci) = βE

i ϵ(bEi +
αi

βE
i ϵ

) = ϵβE
i bEi + αi or

bEi =
aEi − αi

βE
i ϵ

provided aEi > αi.

Similarly for arbitrary bFi+1 or aFi+1,

aFi+1 = βF
i+1ϵ(b

F
i+1 + di+1) = βF

i+1ϵ(b
F
i+1 +

δi+1

βF
i+1ϵ

) = ϵβF
i+1b

F
i+1 + δi+1 or

bFi+1 =
aFi+1 − δi+1

βF
i+1ϵ

provided aFi+1 > δi+1.

Lemma 3.5. If 1
kM

≪ 1 then [E(2s)] ≈ Etot and [F (2s)] ≈ Ftot.
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Proof. Let 1
kM

= O(ϵ).
For i = 0, ..., n− 1, using the conservation and steady states equations, we have

Etot − [E(2s)]

Etot
=

n−1∑
i=0

[EBiS
(2s)]

Etot
=

[E(2s)]

Etot

n−1∑
i=0

1

kEM,i

[B
(2s)
i ] ≤ nBtot

1

kM
= O(ϵ)

Ftot − [F (2s)]

Ftot
=

n∑
i=1

[FB
(2s)
i ]

Ftot
=

[F (2s)]

Ftot

n∑
i=1

1

kFM,i

[B
(2s)
i ] ≤ nBtot

1

kM
= O(ϵ)

Then [E(2s)] → Etot and [F (2s)] → Ftot as ϵ → 0.

Theorem 3.6. If 1
kM

≪ 1, then we can construct parameters such that [B
(2s)
i ] ≈ [B

(1s)
i ] and

[BiS
(2s)] ≈ [BiS

(1s)].

Proof. By Lemma 6.5, [E(2s)] → Etot and [F (2s)] → Ftot.
For i = 0, 1, ..., n− 1, let

ci = αik
E
M,i

di+1 = δi+1k
F
M,i+1

Using the steady state equations and letting A = Etot

Ftot
we have

[B
(2s)
i ] = = λi

[E(2s)]

[F (2s)]
[Bi−1S

(2s)] → λiA[Bi−1S
(2s)] for i = 1, .., n

[B0S
(2s)] =

ka0
α0[E(2s)] + kd0

[B
(2s)
0 ][S[2s]] → ka0

α0Etot + kd0
[B

(2s)
0 ][S(2s)]

[BiS
(2s)] =

kai
αi[E(2s)] + kdi

[B
(2s)
i ][S(2s)] +

αi−1[E
(2s)]

αi[E(2s)] + kdi
[Bi−1S

(2s)]

→ kai
αiEtot + kdi

[B
(2s)
i ][S(2s)] +

αi−1Etot

αiEtot + kdi
[Bi−1S

(2s)] for i = 1, .., n− 1

[BnS
(2s)] =

kan
kdn

[B(2s)
n ][S(2s)] +

αn[E
(2s)]

kdn
[Bn−1S

(2s)] → kan
kdn

[B(2s)
n ][S(2s)] +

αnEtot

kdn
[Bn−1S

(2s)]

[EBiS
(2s)] → 0 for i = 0, ..., n− 1

[FB
(2s)
i ] → 0 for i = 1, ..., n

Thus, the construction of the steady state equation to solve for [S(2s)] will reduce to the same
polynomial as in LR-S.
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