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Text S3: Individual-level inference of admixture proportions

We first derive the asymptotic form of the reduced eigenequation when all but one of the samples,
say NK , are large. Our starting point is the reduced eigenequation for K populations
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Because Nk ≫ 1 for k 6= K and NK ∼ O(1),
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So, the reduced eigenequation has the asymptotic form:
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for k, k′ = 1, 2, · · · , K and k 6= k′. The solutions of this eigenequation can be obtained from those of the
asymptotic eigenequation for the first K − 1 populations:
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There are K − 2 non-zero eigenvalues, each of which corresponds to an eigenvector given by
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where ~XK−1 is the eigenvector of the K − 1 populations corresponding to eigenvalue λ and
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The last large eigenvalue is reduced to zero because of the very small sample size of population K:

λK =
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This eigenvalue should be of order of the small eigenvalues corresponding to the within-population vari-
ation. It is reduced to zero in the asymptotic form.

Now let us suppose that the last population is an admixture of the rest of the populations. Consider
the simplest case when K = 3. When N1 and N2 are large and N3 is very small (like N3 = 1), the
non-zero eigenvalue is [1]
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and for the corresponding eigenvector
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Therefore,
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We thus have
x3 = N1α2 − N2α1 = x1α1 + x2α2,

where α1:α2 = α:(1 − α) is the admixture proportion. This means that the eigenvector pattern still
follows the same rule according to the admixture proportion even if the admixed population is small as
long as the parental populations have a large sample size.
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