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Model Equations and Description. The model is described below,
with all parameters defined in detail in Table S1. For consistency
with the earlier deterministic analysis, parameters in the determi-
nistic models that were yearly rates are kept as yearly rates here
but are converted into probabilities within the model equations
and then converted into daily probabilities by dividing by dpy
(days per year).

The infection process. Each individual in the models has an under-
lying maximum yearly contact rate Λm, drawn from a gamma dis-
tribution that has a mean equal to the average population
maximum yearly contact rateΛpmax (Λm ∼Gammaðk1; Λpmax∕k1Þ,
where k1 is the shape parameter of the gamma distribution). Λm
is selected in this way at the start of the simulation (when a ¼ 0)
and is reselected in the same way with a yearly probability ϕ, so at
each (daily) time step there is a probability ϕ∕dpy that an indi-
vidual’s underlying maximum contact rate will be recalculated
(where dpy ¼ 365). If ϕ is 0, this assumes perfect predisposition,
with individuals maintaining the same level of exposure for life.
Positive values of ϕ represent individuals making sudden changes
in their contact rate, which might happen if they move house or
change school or occupation. Here, ϕ is based upon rates at
which people reported moving house in a Zimbabwean study
population. In this population, a negative correlation was found
between infection intensity and distance lived from the nearest
water-contact site in young children, suggesting that location
of residence is a strong determinant of exposure level (see
Estimating ϕ).

In line with field observations from Zimbabwe (1), an indivi-
dual’s contact rate is assumed to increase linearly with age up to
age ac and then remain constant at a yearly rate Λm:

ΛðaÞ ¼
�
Λm

a
ac

if a < ac;
Λm if a ≥ ac:

[S1]

On each day, the number of contacts, r, that an individual
makes is drawn from a Poisson distribution with mean
ΛðaÞ∕dpyðr ∼ PoisðΛðaÞ∕dpyÞÞ. In line with earlier analyses, it
is assumed that, on average, an individual acquires one schisto-
some cercaria per contact. To incorporate aggregation in cercarial
infection, it is assumed that an individual acquires d cercariae
with a probability 1∕d per contact. tq is the number of cercariae
acquired on the qth contact (q ¼ 1;…; r) on each day such that

tq ¼
�
d if s < 1∕d; where s ∼Uð0; 1Þ
0 otherwise: [S2]

The total number of cercariae, b, acquired during a single day
is therefore given by b ¼ ∑r

q¼1 tq. New cercariae may be killed
upon entry into the host by an anti-reinfection antibody response.
It is assumed that cercariae are killed as a decreasing exponential
function of protective antibody level (A2), such that the probabil-
ity of a cercaria surviving is e−θA2ða−1Þ. The number of surviving
cercariae acquired on a given day, f , is binomially distributed,
f ∼ Binomðb; e−θA2ða−1ÞÞ. The schistosomulum stage is not expli-
citly represented here; in reality, the larval stages take about 4–
6 wk to reach maturity (becoming adult, egg-laying worms), but
this is a relatively short period in comparison with the simulation
time for these models (6–34 y) and is not included.

Live worms are modeled passing through nine compartments
(n ¼ 9) to give approximately Gaussian distributed worm survi-
val. Newly acquired worms ðf Þ enter the first worm compartment
(i ¼ 1). The rate at which a worm moves from compartment i to
compartment iþ 1 is nμ per year where 1∕μ is the average worm
life span in years. Therefore the daily probability of a worm mov-
ing from compartment i to compartment iþ 1 is 1 − e−nμ∕dpy. If
compartment i contains Piða − 1Þ worms at age a − 1 the number
of worms leaving it at age a, mi, is binomially distributed
(miBinomðPiða − 1Þ; 1 − e−nμ∕dpyÞ). Therefore the number of
worms in compartment i at age a is given by

PiðaÞ ¼
�
Piða − 1Þ þ f −mi for i ¼ 1;
Piða − 1Þ þmi−1 −mi for 1 < i ≤ n:

[S3]

Worms die as they leave the final (nth) compartment (mn gives
the number of worms dying). The number of eggs stimulating an
immune response (E) is assumed to be proportional to current
worm burden, implying that immune stimulation is primarily
by very recently laid eggs, potentially through antigens they se-
crete. E is reduced by anti-fecundity antibody. An anti-fecundity
response is assumed to reduce E deterministically via a decreas-
ing exponential function of antibody level, with relative strength
η, EðaÞ ¼ ∑n

i¼1 PiðaÞe−ηA2ða−1Þ, because the number of eggs sti-
mulating the immune response is related to current worm burden.

Mean egg output (analogous to egg counts measured in urine)
is calculated on a single day for each individual (sampling day),
as the arithmetic mean of three separate “samples” (uy for
y ¼ 1; 2; 3). Each sample is drawn from a negative binomial
distribution (implemented as a Poisson distribution with a gam-
ma-distributed mean), with mean εEðaÞ (where ε is the mean
number of eggs output in 10 mL urine per worm per day) and
aggregation parameter kE. Mean egg output ¼ ∑3

y¼1 uy, where
u ∼ PoisðGammaðkE; εEðaÞ∕kEÞ.

The aggregation parameter for egg output (kE) is taken from
values calculated for S. mansoni (2).

Antibody responses.Two antibody responses (A1 andA2) are mod-
eled as separate populations of plasma cells. It is assumed that
antibody levels are directly proportional to the number of plasma
cells at a given time. Plasma cell population dynamics are mod-
eled deterministically. Each antibody response (the jth antibody
response (where j ¼ 1; 2)) has a single life stage (Sj) as its prin-
cipal source of antigen, either cercariae, live worms, dying worms
or eggs (within the host). The level of antigen (Gj) stimulating
the jth antibody response at age a is calculated as follows:

GjðaÞ¼

8>>>>><
>>>>>:

b forSj¼ cercarial antigen;�
∑

n

i¼1
PiðaÞ

�
∕dpy forSj¼ live adult worm antigen;

mn forSj¼dying adult worm antigen;
EðaÞ∕dpy forSj¼ internal egg antigen:

[S4]

Levels of live worms and internal eggs are divided by the num-
ber of days per year (dpy) to give a direct comparison with the
deterministic model output (3).

Two separate types of models are considered: those with cross-
regulation of the nonprotective antibody response, and those with
an antigen threshold for the protective antibody response. These
are described in turn below.
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The cross-regulation included in the model is a representation
of the antagonism between different cytokine responses, which
influence the nature and magnitude of the antibody response.

Each plasma cell population ðAjÞ expands at a rate propor-
tional to the level of antigen stimulating that response ðGjÞ, mul-
tiplied by a constant, κj. In models with cross-regulation, this rate
of growth is down-regulated for the nonprotective antibody re-
sponse, A1, via a decreasing exponential function of the level
of antigen stimulating the protective antibody response (G2),
with relative strength ρ. There is no cross-regulation of the pro-
tective antibody response in these models. Each plasma cell po-
pulation decays with a yearly per cell rate γj, giving a daily cell loss
of 1 − e−γj∕dpy.

A1ðaÞ ¼ A1ða − 1Þ þ κ1G1ðaÞe−ρG2ðaÞ −A1ða − 1Þð1 − e−γ1∕dpyÞ
[S5]

A2ðaÞ ¼ A2ða − 1Þ þ κ2G2ðaÞ −A2ða − 1Þð1 − e−γ2∕dpyÞ;
where γ1 ≥ γ2:

[S6]

In the threshold models, the requirement for a threshold level
of cumulative antigen exposure represents the activation, prolif-
eration, differentiation and survival of the Tcell response, which
is driven by accumulated exposure to antigen (4, 5), and in turn
helps to generate and maintain the B cell response.

For models with an antigen threshold, a cumulative tally of ex-
posure to antigen is kept (Eq. S7). The nonprotective plasma cell
compartment (A1) is unaffected by the threshold and grows at a
rate proportional to the level of its antigen, G1 (Eq. S8). The
protective antibody response (A2) is only made if the antigen cu-
mulative exposure exceeds a threshold level,T (Eq. S9 . Once this
antigen threshold has been exceeded, the protective plasma cell
compartment (A2) grows at a rate proportional to the level of
relevant antigen present (G2), in the same way as in the cross-
regulation model. Both plasma cell populations decay with a
yearly per cell rate γj, as before.

CðaÞ ¼ Cða − 1Þ þ βG2ðaÞ [S7]

A1ðaÞ ¼ A1ða − 1Þ þ κ1G1ðaÞ −A1ða − 1Þð1 − e−γ1∕dpyÞ [S8]

A2ðaÞ

¼
�
A2ða−1Þ−A2ða−1Þð1− e−γ2∕dpyÞ ifCðaÞ<T;

A2ða−1Þþ κ2G2ðaÞ−A2ða−1Þð1− e−γ2∕dpyÞ ifCðaÞ≥T:

[S9]

Including treatment. The impact of treatment is assessed in the
model by introducing treatment on a single day (the day after
sampling) for all individuals aged 6–15 years old. The effects
of treatment are assumed to be (i) a decline in worm burden,
(ii) a boost to the level of dying worm antigen (proportional
to the number of worms killed by treatment), and (iii) a reduction
in transmission after treatment, modeled as a reduction in the
probability of infection per contact on all subsequent days.
The simulation is continued for a further 36 wk after treatment,
with egg output and antibody levels recorded at 12, 18, 24, 30, and
36 wk post-treatment for individuals aged 6–15 years old.

With a given treatment efficacy (probability that a worm is
killed by a single round of treatment), x, the number of worms
removed from compartment i at age a is binomially distributed
(wi ∼ BinomðPiða − 1Þ; xÞ). The total number of worms killed
across all compartments ðzÞ is given by z ¼ ∑n

i¼1 wi.
If either antibody response is stimulated by antigens from

dying worms, this level is increased by z worms on the day of treat-

ment, such that GjðaÞ ¼ zþmn when Sj ¼ dying adult worm
antigen.

The decrease in infection rates after treatment is assumed to
apply from the day after treatment, and to affect all individuals
equally (in reality, it would take a few days for transmission rates
to fall, but this is a short period in comparison to the 36 wk fol-
lowed here, and this assumption is not expected to have a major
effect). This is included as a reduction in the probability of infec-
tion per contact. The number of cercariae acquired on a “success-
ful” contact, d, is multiplied by a factor φ, such that for any
contacts made in the 36 wk after treatment, the number of
new cercariae acquired in a single contact (tq), is given by

tq ¼
�
φd if s < 1∕d; where s ∼Uð0; 1Þ
0 otherwise: [S10]

Estimating ϕ. A pilot mapping study was carried out to test
whether exposure to S. haematobium infection correlated with
distance lived from the nearest river water contact site, as was
found in a previous study in Zanzibar (6). If this was the case,
it was expected that infection intensities would be negatively cor-
related with this distance in young children who had not yet de-
veloped protective immunity against infection. After confirming
this, the rates at which individuals in the study population (up to
the age of 20 y) moved house were calculated, as a proxy for the
rate at which they changed their contact rate (parameter ϕ).

Data sources.Age and parasitology data were collected as part of a
cross-sectional study carried out in the Magaya schools and local
community in the Murehwa district of Zimbabwe in September–
November 2008 (7). As part of a pilot mapping study, a global
positioning system (GPS) receiver was used to record the coor-
dinates of active water contact sites used by residents of Magaya
village, and the coordinates of the households of a number of
study participants living in Magaya village. The straight-line dis-
tance between each participant’s household and the nearest ac-
tive water contact site was calculated using ArcGIS. When
households were mapped, wherever possible information was ob-
tained from adults in the household on the number of years that
each study participant had lived in that household. Additional
data were obtained from questionnaires given to a subset of
the study participants as part of the main study, which included
a question asking participants to list the number of previous vil-
lages that they had lived in.

Relationship between infection intensity and distance lived from near-
est water contact site. A strong negative correlation was found
between individual infection intensity and the distance between
household and nearest active water contact site for 29 children in
grades 0 or 1 of Magaya primary school, who were aged 4–8 years
old (Fig. S1, Spearman’s ρ ¼ −0.42, p ¼ 0.023). An even stronger
negative correlation was found for the 19 children whose parents
told us had lived there since they were born (n ¼ 19) (Fig. S1,
Spearman’s ρ ¼ −0.59, p ¼ 0.008).

Rates of moving house.The rate of movement between households
was calculated independently from two different datasets. Firstly,
information gathered from adults interviewed during the house-
hold mapping studies was selected for the eldest child from each
household mapped on how long they had lived in that household
and whether they had lived there since birth. Only the eldest child
was used to avoid potential biases from siblings moving to house-
holds at the same time. Data were available for individuals from
42 different households. The moving rate was calculated as the
number of children who had moved to their current household
since birth divided by the total length of time that all children

Mitchell et al. www.pnas.org/cgi/doi/10.1073/pnas.1121051109 2 of 6

http://www.pnas.org/cgi/doi/10.1073/pnas.1121051109


had lived in their current household. Twenty-one of the children
had moved to their current household since birth, and a total of
367.3 y of residence in current household was reported across all
42 individuals, giving a moving rate of 0.057 per year.

The second method used to estimate moving rates came from
questionnaire data for 283 individuals under the age of 20 y. The
number of previous villages which individuals reported living in
were added up for each person, and divided by the summed ages
for all of these individuals. One hundred seventy-nine moves were
reported altogether, and the total summed ages came to 3,447 y,
giving a moving rate of 0.052 per year. Although this method will
have missed within-village moves, interviews in the household
survey suggested that the majority of local moves occurred be-
tween villages.

Both estimates of moving rate (ϕ) were very similar, and so a
final value of 0.05 y−1 was used in the model.

Pattern-Oriented Modeling. Pattern-oriented modeling (POM) has
been developed in ecology for agent (or individual)- based simu-
lation models (8). In this approach, models are identified which
can simultaneously reproduce multiple patterns observed in real
systems at different levels or scales. This can guide the design of
model structure and aid parameter estimation. In very different
settings, POM has been used to discriminate between different
possible model structures and to greatly narrow down potential
parameter ranges and combinations (9–12). This approach allows
both quantitative and qualitative patterns to be considered, and
the use of multiple different patterns increases their ability to dis-
criminate between different model structures and parameters.
Additional details are given in our earlier paper, where POM
was also used (3).

Model Criteria. Criteria were drawn up to test whether models
could reproduce the required patterns of infection and antibody
seen in field data. The following cross-sectional patterns in infec-
tion data were characterized and quantified: the peaked age in-
tensity curve, reduced infection level in adults, the peak shift,
aggregation of infection (by age) and infection prevalence (by
age). For the antibody data, the following patterns were charac-
terized: the antibody switch, the age at which the antibody switch
occurs, and changes in antibody levels after treatment. Aggrega-
tion of antibody was assessed by age but was not included as a
formal criterion since the range of standardized variances for
the different antibody isotypes obtained from field data was
too broad to be informative.

The data and methods used to draw up the peaked age inten-
sity curve criterion and the reduced infection level in adults
criterion have been previously described (3). Briefly, data on
S. haematobium infection from six communities in Zimbabwe
(7, 13, 14) were used to calculate mean infection levels in five
age groups (≤8-, 9–10-, 11–12-, 13–23-, and 24–34-year-olds),
and age-specific infection levels from 15 additional populations
were taken from the published literature (15–23). From all of
these studies, the youngest and oldest age groups in which peak
intensity was recorded were found to be 5–8 years old and 13–
23 years old, respectively. Further analysis of the dataset with in-
tensity peaking in 5–8-year-olds found that infection peaked in
the upper end of this age group, and so the criteria was set to
accept an infection peak occurring in any age group in between
but not including 3–5-year-olds and 24–34-year-olds. All of the
datasets that used arithmetic means (12 datasets) were used to
identify the minimum and maximum levels of infection in adults
as a percentage of the peak intensity (“reduced infection level in
adults”). A range for this value of 5–26% was found, with some
instability in the higher values depending upon the age groupings
used, so a wider range of 0–40% was used as a conservative cri-
terion. The peak shift, which has been demonstrated for infection

curves for S. mansoni in Kenya (24) and S. haematobium in Zim-
babwe (25) was included as a qualitative criterion. While the peak
shift is a strong pattern across large numbers of populations,
variability in field data means that it is not always seen between
individual study sites, and so here it is assessed on the average
values of peak age group and peak infection level over all repeat
simulations for different values of the maximum infection rate.

Prevalence and aggregation of infection were calculated for
the six Zimbabwean communities for the whole population and
for two age groups (6–14- and 15–34-year-olds); only two age
groups were used to give sufficiently large group sizes to give
stable variance estimates. The two age groups were chosen to co-
incide with the age of the “switch” in antibody isotypes seen in
two of these populations (13, 26). Infection aggregation was char-
acterized by the standardized variance, calculated as σ 2∕x2.

Fig. S2 shows the prevalence and standardized variance for
each of the analyzed populations overall and by age group. Over-
all prevalence of infection (up to the age of 34 y) varied from
9.8–67.6%, and prevalence in the younger age group (0–14-year-
olds) varied more widely from 9.6–76.6%. A slightly broader
range of 5–80% was used for the infection prevalence criterion,
applied separately to each of the two age groups. Standardized
variance in infection in the whole population varied between
5.8 and 50.6, and between 4.2 and 59.3, and 4.0 and 29.0 in the
0–14-year-olds and 15–34-year-olds, respectively. Slightly wider
ranges of 2–60 for each age group and the overall population
were used for the aggregation criteria.

The data and methods used to draw up the antibody switch
criteria have been previously described (3). Briefly, data for dif-
ferent antibody isotypes from two populations (13) were assessed
for significant negative correlations (using a two-tailed Spear-
man’s rank correlation coefficient) in pairwise comparisons, and
for the five pairs of isotypes found that did display these negative
correlations, it was found that these isotypes changed significantly
with age in opposite directions (one of the pair increased with age
and the other decreased, assessed using a Kruskal–Wallis test,
with age as a categorical variable in the five age groups used to
assess the infection intensity profiles). For the negative correla-
tions that were significant at the 1% level, the correlation coeffi-
cient varied between −0.662 and −0.247. The criterion used
to judge whether the models reproduced the antibody switch spe-
cified a Spearman’s rank correlation coefficient of < − 0.2. As
described previously (3), for all of these antibody switches, the
switch occurred at an older age than the age of peak infection
intensity, and this was used as an additional criterion.

For the post-treatment antibody switch, the extent of the
switch and the length of time over which the antibody responses
remained switched were analyzed, using data from a subset of the
Burma Valley population aged 6–15 years old for whom schisto-
some egg-antigen (SEA)-specific IgA and IgG1 were measured
pre-treatment and 18, 24, 30 and 36 wk after praziquantel treat-
ment (26). The data used is shown in Fig. S3. IgG1 showed a sub-
stantial increase after treatment, and IgA a very rapid drop. A
conservative limit for identifying such a switch in model outputs
(substantially exceeded in this dataset) was set as a doubling in
the early (nonprotective) response, and a halving of the late (pro-
tective) response, seen at both 18 and 36 wk post-treatment.

The criteria are all listed and defined in Table 1. Apart from
the peak shift, all other criteria were assessed for individual simu-
lations. Initially it was planned to use formal criteria to test
whether the models were able to reproduce observed aggregated
distributions of antibody, but it was found that the range of stan-
dardized variances for the different antibody isotypes obtained
from field data was too broad to be informative. Antibody aggre-
gation and co-distributions were assessed visually for a subset of
the models which passed all of the criteria for qualitative compar-
ison with the field data.
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Table S1. Parameters used in the models, with ranges explored in the baseline analysis, additional values used in the sensitivity analysis,
units and sources from the literature where relevant

Parameter* Meaning

Values used
in baseline
analysis

Values used
in sensitivity

analysis Units† Source/rationale

Λpmax Mean population maximum
contact rate

12.5,25,50,100,200 worms year−1

person−1
Ref. 1

ac Age above which contact rates
stay constant

7.8 years of age Fit to data from Ref. 1

ϕ Probability of resampling
individual maximum
contact rate

0.05 0,0.5 year−1 Supplementary Material,
‘Estimating ϕ’

k1 Shape parameter for the
distribution of individual
maximum contact rates

0.5 0.4, ∞ no units Ref. 2

d Number of cercariae acquired
in a contact with
probability 1∕d

1 10,100 contact−1 Varied to give different degrees
of cercarial aggregation

n Number of worm compartments
in model

9 compartments Approx. Gaussian
distributed
worm survival

1∕μ Natural mean worm life span 3,6.5,10 years Refs. 3, 4
ε Eggs output per worm

per 10 mL urine
1 0.1,10 eggs worm−1

d−1

10 mL urine−1

Ref. 5

kE Shape parameter for egg
output per worm

1 ∞ no units Ref. 6

κj Rate of production of plasma cells 1 cells year−1 unit
antigen−1

Variation accounted
for in varying
immune strength

γj Rate of loss of plasma cells 0.008,0.08,0.8,8,80 cells year−1

cell−1
Refs. 7, 8

θ Strength of protection
against reinfection

0.00025,0.001,0.004,
0.016,0.064,0.256,1.024

cell−1 Broad exploratory range

η Strength of anti-fecundity
response

0.00025,0.001,0.004,
0.016,0.064,0.256,1.024

cell−1 Broad exploratory range

ρ Strength of cross-regulation 0.001,0.1,1 unit antigen−1 Set to give significant
effect on immune
development

β Rate of production of
“cumulative” response

1 arbitrary units
year−1 unit
antigen−1

Arbitrary constant

T Threshold for cumulative
antigen exposure

25,250,2500 antigen units Set to give significant
effect on age-intensity
curve

x Treatment efficacy 0.8,0.9,1.0 proportion of
worms killed

Ref. 9
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Parameter* Meaning

Values used
in baseline
analysis

Values used
in sensitivity

analysis Units† Source/rationale

φ Post-treatment reduction in
infection probability

0,0.5,1 proportion Explored across full
possible range

*Subscript j refers to values for the two different antibody responses (j ¼ 1; 2).
†‘cell’ = unit of the plasma B cell population; antigen units = number of cercariae/live worms/dying worms/eggs as appropriate.
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