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1. Methods of Advanced Thermodynamic Calculations

Since melting is considered the only dissipative process, the thermodynamic driving force per

unit unloaded volume for the melting for isothermal loading is equal to the total dissipation [1, 2]:

Xm = W + ∆s(T − Tm(0))) + (ψhc (ε∗)− ψhm(εm)) + ψdevc (ε∗). (1)

Here, W =
∫ εm
ε∗

σ1(ε)dε is the the transformation work, which takes into account the actual

stress-strain curve σ1(ε) during the melting; ψh and ψdev are the elastic energy of hydrostatic

and deviatoric stresses (strains); ∆s is the jump in entropy; T is the temperature at which the

melting is started (at ε = ε∗); Tm(0) is the thermodynamic melting temperature for stress-free

solid; and subscripts c and m are for crystalline and molten states, respectively.

Let pc(ε) and pm(ε) be the equations of state of the crystalline and molten phases (Fig. 1).

The equation of state for melt starts at point ( ε = ε0 and σ1 = 0 ), where ε0 < 0 is the volumetric

transformation strain at melting at pressure p = 0. Then,

ψhc (ε∗) =

∫ ε∗

0

pcdε; ψdevc (ε∗) + ψhc (ε∗) =

∫ ε∗

0

σ1dε; ψhm(εm) =

∫ εm

ε0

pmdε, (2)
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and

Xm =

∫ εm

0

σ1dε−
∫ εm

ε0

pmdε+ ∆s(T − Tm(0)). (3)

Geometrically, the mechanical driving force for melting is equal to the difference between the areas

under the stress-strain curve for σ1(ε) {Oabcεm} and for pm(ε) {ε0cε
m} (Fig. 1). For melting

under constant temperature and hydrostatic pressure p = σ1, the condition for thermodynamic

equilibrium is

Xh = σ1(εm − ε̄) + ∆s(Tm(σ1)− Tm(0)) + (ψhc (ε̄)− ψhm(εm)) = 0, (4)

where Tm(σ1) is the equilibrium melting temperature under hydrostatic pressure p = σ1, ε̄ =

εc(σ1) , εc(p) and εm(p) are the inverse equations of state for crystal and melt. The magnitude

of the negative mechanical part of Xh is {Oε0cd} (Fig. 1). It follows from Eq. (4):

Tm(σ1) = Tm(0) +
(
σ1(ε̄− εm)− (ψhc (ε̄)− ψhm(εm))

)
/∆s. (5)

Expressing ∆sTm(0) from Eq. (4) and substituting it in Eq. (1), we obtain

Xm = W + σ1(ε̄− εm) + ∆s(T − Tm(σ1)) + (ψhc (ε∗)− ψhc (ε̄)) + ψdevc (ε∗). (6)

Then, the condition Xm = 0 results in

T nhm = Tm(σ1)−
(
ψdevc (ε∗) +W + σ1(ε̄− εm)− (ψhc (ε̄)− ψhc (ε∗))

)
/∆s =

Tm(σ1)−
(∫ εm

0

σ1dε−
∫ ε̄

0

pcdε+ σ1(ε̄− εm)

)
/∆s. (7)

Geometrically, additional driving force for melting due to nonhydrostatic loading (the term in

parentheses in Eq. (7)) is equal to the difference between the areas under the stress-strain curve

σ1(ε) {Oabcd} and the equation of state pc(ε) for crystal {Od}. All parameters for melting of Cu

and Al for loading in the <110> direction and for Cu loading in the <111> direction are given

in Table 1S.
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Table 1S. Parameters for crystal loading ( * , m ,  , and m
1 , see Figs. 1 and 4S), 

maximum strain rate max , initial *T and final fT temperatures, as well as melting 

temperature under hydrostatic conditions m

1( )mT   and decrease in melting temperature 

due to nonhydrostatic loading mT .  

 
 *  m    

max  m
1  *T fT  m

1( )mT  mT  

    1ps GPa K K K K 

Cu <110> 0.214 0.324 0.351 2.48 179.1 325 3084 5087 10074 
Cu <111> 0.297 0.360 0.369 4.3 204.9 300 300 5434 9197 
Cu <111> 0.301 0.353 0.375 3.97 215.1 197 2604 5565 8022  
Al <110> 0.227 0.356 0.386 3.87 98.17 305 2711 3544 9945  

 
 
 
Table 2S. Parameters in Murnaghan’s (8) and Simon’s (11) equations in Supplementary 
Materials. 
 
 

0p  b  
0T      

 GPa  K GPa  
Cu 39.096 3.98 1327 15.3691 0.529458 
Al  33.576 2.81 324 2.56529 0.647822 

 
 
Table 3S. Parameters in Eq.(14) in Supplementary Materials for the reduction in melting 
temperature due to nonhydrostatic loading.  
 
 

fT  A  B  C  A  B  C  

 K K K/GPa K/GPa2 K K K 
Cu <110> 3084 -1128 44.67 0.1008 4174 -82665 517956 
Cu <111> 300 -1845 64.52 0.0518 -2182 20997 59602 
Cu <111> 2604 -1137 42.24 0.0020 -299 -2684 101753 
Al <110> 2711 -441 15.26 0.9295 5162 -96069 493689 
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The Murnaghan’s equation of state for crystal, pc(ε), its inverse form, and the corresponding

expressions for ψhc and ψdevc are:

pc = p0((1− ε)−b − 1); ε = 1−
(

1 +
pc
p0

)−1/b

, (8)

ψhc =

∫ ε

0

pdε =
p0

b− 1

(
(1− ε)b−1 − ε(b− 1)− 1

)
, ψdevc =

∫ ε∗

0

σ1dε− ψhc (ε∗), (9)

where parameters p0 and b for Cu and Al are given in Table 2S.

The jump in entropy ∆s versus pressure p along the melting line Tm(p) is found using the

Clausius-Clapeyron relation

∆s = −εv/(dTm(p)/dp), (10)

where εv is the volumetric strain during the melting under the pressure (equal to ε0 for p = 0).

Since we consider cubic crystals with isotropic thermal expansion, the effect of deviatoric stresses

on entropy will be neglected. The melting temperature versus pressure is found according to the

Simon equation:

Tm = T0(1 + p/α)β , (11)

with parameters T0, α, and β given in Table 2S for Cu and Al. The volume change during

the melting εv < 0 along the melting line was calculated using MD simulations at constant

temperature and pressure and approximated by the functions

|εv| = 0.008915 + 0.95820/p− 4.4612/p2 (12)

for Al and

|εv| = 0.013712 + 1.14436/p− 19.3125/p2 + 105.80245/p3 (13)

for Cu. Substitution of Eqs. (11), (12), or (13) in Eq. (10) gives us jump in entropy. Functions

|εv| and ∆s vs. pressure are shown in Figs. 1S and 2S for Cu and Al, respectively. While the
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Figure 1S.  (a) Jump in volumetric strain vs. pressure calculated using MD constant pressure and 
temperature simulations for Cu. (b) Jump in entropy during melting vs. pressure calculated using 
Clausius-Clapeyron equation (10) for Cu. 
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Figure 2S.  (a) Jump in volumetric strain vs. pressure calculated using MD constant pressure and 
temperature simulations for Al. (b) Jump in entropy during melting vs. pressure calculated using 
Clausius-Clapeyron equation (10) for Al. 
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pressure dependence of ∆s is very weak, it is interesting to note that it has different slopes for

Cu and Al.

To calculate the melting temperature decrease for lower strains ε∗ and corresponding stress

σ1(ε∗), one needs to know the stress-strain curve σ1(ε) for elastic uniaxial loading (we will take it

from Fig. 1, but it can be found phenomenologically if pressure dependence of elastic constants

is known), the equation of state for solid p(εc), and the stress strain curve σ1(ε) during melting,

which has to be determined by MD simulation for each ε∗ separately. To avoid additional MD

simulations, we take into account that the reduction in σ1 during the melting (line abc in Fig.

1) results in multiplication of work under constant stress σ1(ε̄− ε∗) by a factor h = 0.8831 for Al

(or h = 0.8847 for Cu) for <110> loading, which we used for all smaller ε∗. For <111> loading

of Cu, we obtain h = 0.9504 for Tf = 300K and h = 0.8311 for Tf = 2604K. The calculated

melting temperature decrease (Eq. (7)) for lower strains ε∗ and corresponding stress σ1(ε∗) can

be approximated in the form

∆Tm = Tm(σ1)− T nhm (σ1) = Aσ +Bσσ1 + Cσσ
2
1 = Aε +Bεε

∗ + Cεε
∗2, (14)

where all constants are listed in Table 3S.

2. Methods of Molecular Dynamics Simulations

We performed multi-million atom non-equilibrium molecular dynamics (NEMD) simulations

of shock wave compression, as well as smaller, Hugoniostat, and molecular dynamics (MD) simu-

lations of quasi-isentropic compression to explored the dynamical evolution of the shocked state

as a function of shock compression and crystallographic direction. The NEMD simulations com-

prised up to 12 million atoms arranged in a rectangular slab with periodic boundary conditions in

the transverse directions. We employed the high-performance parallel molecular dynamics code
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SPaSM [3] for the multi-million NEMD simulations. The procedure used to initiate a shock wave

of a given strength is detailed in Ref. [4]: the crystal impacts an infinitely massive piston with a

velocity −up, which produces a shock wave that propagates away from the piston with velocity

us−up, us being the shock velocity. The NEMD sampled time scales were nominally of the order

of 20-40 ps.

These simulations were augmented by constant-stress Hugoniostat simulations comprising 105

atoms arranged approximately in a cube. Details of the method can be found in Ref. [5]. We

also carried out quasi-isentropic compression simulations, in which the system was uniaxially

and homogeneously compressed to a final uniaxial strain using a specified time-profile for the

strain-rate. Details of this method are given in [6].

The systems we chose to study were copper and aluminum single crystals shocked or quasi-

isentropically compressed along the <110> direction and aluminum single crystal along the 〈111〉

direction. These crystallographic directions are known to produce large shear stresses with

strain. The atomic interactions in the Cu and Al simulations were described using the well-

tested embedded-atom method (EAM) models for Cu [7] and Al [8].

3. Results of additional MD simulations

1. The role of high shear stresses on the lowering of the melt temperature can be studied

in greater detail via quasi-isentropic compression simulations, where the final compressive strain

can be fixed, while the uniaxial strain-rate is varied. Using these types of simulations, we carried

out a systematic study of virtual melting in both single and defective Cu crystals. We employed

approximately cubic samples with 1.2×105 to 1.5 ×106 atoms and periodic boundary conditions.

The final strain was fixed, and the strain rate was varied over 3 decades (from 2.5 × 109 to

2.5× 1012 s−1). As shown in Fig. 4 for Cu, along <110>, the shear stress increases rapidly with
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Figure 3S. 1.35-million-atom simulation of Cu quasi-isentropically compressed along <110> at
an average strain rate of 2.5 × 1011 s−1 to a final strain of 0.20. The temperature profile (upper
line) has been normalized by the equilibrium melt temperature at the final pressure (69 GPa). The
fraction of liquid-like atoms (lower line) was computed from the order parameter q6. The atomic
profiles numbered at the bottom corresponds to the times numbered along the path. Atoms are
colored according to q6: solid (red) and liquid (blue).
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compression. Under quasi-isentropic compression and at sufficiently high strain rates, we find that

the system can melt at T ' 0.35Tm(p) (Fig. 3S). Figure 3S also shows a sequence of snapshots of

the atomic configurations in a 1.35-million-atom single crystal Cu simulation in which the system

was quasi-isentropically compressed along the <110> orientation at an average strain rate of

2.5 × 1011 s−1 to a final strain of 0.20. Also shown is the temperature (red line) normalized by

the equilibrium melt temperature at the equilibrium pressure (69 GPa). The fraction of liquid

atoms (green line) as a function of time was computed by following the evolution of the local

order parameter q6 and evaluating the fraction of atoms with a value less than 0.6. It takes about

0.8 ps to compress the sample to strain of 0.20 at ε̇ = 0.25 ps−1. At the point labeled 1 in Fig. 3S,

the atoms are still in an elastic and uniaxially compressed state, with a very high elastic energy

corresponding to the highest shear stress (45 GPa) along the path. From point 1 to point 3, the

system transforms from uniaxially compressed elastic solid to an isotropic state due to virtual

melting. The virtual melting is partial at this strain and strain rate, and the liquid regions (blue

atoms) coarsened rapidly. At the point labeled 3, the material is more isotropic, the elastic energy

has been reduced significantly, and the temperature has increased due to the enthalpy difference

between the isotropic liquid and the uniaxially compressed elastic solid. The time scale for this

conversion is less than 1 ps. The decrease of the fraction of liquid atoms with time is caused by

re-solidification from the melt (red atoms, point 4 along the path) followed by further reduction

in the shear stress and an increase in temperature. From the enthalpy differences between the

uniaxially compressed solid, supercooled liquid, and isotropic solid, the temperature profile as a

function of time can be evaluated with excellent agreement with the simulations.

2. In addition, crystallization kinetics unambiguously suggests that the disordering represents

the virtual melt rather than amorphization. Increase in temperature increases thermal fluctua-

tions and promotes kinetics of crystallization from both melt and glass. However, the driving
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force for crystallization of the melt and glass is the increasing function of Tm−T and T −Tg > 0,

respectively (where Tg is the glass transition temperature); thus temperature has opposite effect

on these driving forces. We assume that Tg is below temperature at the end of our calculations,

otherwise, there is no sense to talk about the crystallization of glass. For glass, the driving force

for crystallization increases with temperature growth and crystallization rate has to be faster

with increasing temperature. For melt, the driving force reduces with temperature increase and

(if thermodynamic effect exceeds the kinetic one) crystallization rate may decrease with growing

temperature. Since in all our MD simulations the crystallization rate decreased with the growing

temperature, we can conclude that the disordered state is the virtual melt rather than glass.

3. For strain rate smaller than some threshold, melting occurs heterogeneously rather than

in the entire volume (Fig. 3S). The volume fraction of disordered regions decreases with the

decrease in strain rate. Note that if the remaining crystals are surrounded by melt and are under

hydrostatic conditions, the total energy will be smaller than for complete melting, and the driving

force will be even larger. This is because the energy of hydrostatically loaded crystal is much

smaller than the energy of the melt below melting temperature. Crystallization time drastically

depends on the existence of residual crystalline clusters, which can serve as nucleation cites.

The higher are the shock strength (or strain rate) and temperature, the less probability there

is of finding residual crystalline clusters in melt. Much more time is required for homogeneous

nucleation of the crystal phase.

4. Fig. 4S shows the stresses and temperature evolution, and prescribed strain rate vs.

uniaxial strain obtained using MD simulations for <110> shock loading of Al, similar to Fig. 1

for Cu. A well-tested EAM potential for Cu [8] was used.
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Figure 4S. (A) Stress-uniaxial strain curve of an Al crystal until melting (σ1, the same as in Fig.
4S, B) and equations of state of molten (pm) and crystalline (pc) phases. Area between curves
{Oabcd} and {Od} is the additional driving force for melting due to nonhydrostatic loading.
(B) Variation of normal stresses σi, temperature, and prescribed strain rate vs. uniaxial strain
obtained using MD simulations for <110> shock loading of Al.
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5. Supporting movie

Cu single crystal compressed quasi-isentropically along the <111> direction (out of plane) at

a strain rate of 3 × 1011s−1 to a final uniaxial strain of 33% (σ1=174 GPa) is shown. Axis x is

along the <11̄0> direction and axis y is along the <112̄> direction. The cross section of atomic

configuration in the left panel is 10 nm × 10 nm. Only atoms within a 1.7 nm thick slice are

shown for clarity. Atoms are colored according to q6 [9, 10] (red atoms are solid, green atoms

are liquid). The right panel shows the time evolution of the temperature (normalized by the

equilibrium melt temperature at the corresponding pressure), pressure (p) and shear stress (τ).
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