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1 Cost matrix example

The example in Fig. S1A shows how the introduction of cost matrices influences the support
vector classification. The figure shows a classification example that aims at separating red stars
from blue crosses. Each class contains 10 samples with two features. The values of both features
were sampled from normal distributions (N(1,1) and N(-1,1) for crosses and stars, respectively).
The black line represents the separating hyperplane of the SVM classification with linear kernel
(parameter C=1), when no explicit cost matrix is applied (i.e. the cost of misclassifying a star
is the same as the cost for misclassifying a cross). One can clearly see that the data is not
linearly separable, which leads to one misclassified cross and one misclassified star. The red
line shows the hyperplane when the cost for the false classification of stars is twice as high as
the cost for star misclassification. As a result, the separating hyperplane is shifted towards the
cloud of red stars, but the classification result is still the same. By increasing the cost factor
of cross misclassification to ten times the cost of star misclassification, the hyperplane (blue
line) is shifted further and all crosses are classified correctly. However, instead of one falsely
predicted star there are now four. Finally, when using a cost factor of 200 (see purple line), all
samples would be classified as crosses leading to ten wrongly predicted stars.

This shifting of the hyperplane can be used to calculate the receiver operating characteri-
stic (ROC) curve and the area under it. A ROC curve based on the four different cost matrices
above would look like Fig. S1B (assuming that the crosses are the positives and the stars the
negatives in the ROC statistics). The point at (1.0|1.0) corresponds to the purple hyperplane,
where all crosses are classified correctly and all stars wrongly; the point at (0.4|1.0) to the blue
discrimination line, where all crosses are classified correctly and 4 stars are falsely predicted
as positives; the point at (0.1|0.9) to both the red and black hyperplane, where 9 crosses are
classified correctly and one star wrongly as positive; and finally one more point at (0|0) that
is not depicted in Fig S1A but represents the extreme when all samples are assumed to be ne-
gatives (stars), which can be considered the opposite of the purple discrimination line. Finally,
the area under the curve can be computed, which is 0.93 in this example.
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Fig. S 1: Classification example using a linear SVM with different cost matrices (A), and the
corresponding ROC curve (B).

2 Details on SVM prediction

The decision function of the SVM classification is given by

f(~x) = sgn

(
m∑
i=1

yiαik (~xi, ~x) + b

)
, (1)

where m is the number of training samples (cell lines), yi the class label of the ith training
sample (-1 or 1 for sensitive and resistant cell lines, respectively), αi the respective Lagrange
multiplier, ~xi a vector of length f (f being the number of selected features) holding the ratios
of the ith training sample, ~x a vector of length f holding the ratios of the test sample, and b the
bias (i.e. the translation of the hyperplane with respect to the origin). k(~xi, ~x) is called a kernel,
i.e. a function that characterizes the similarity of two vectors. Equation [1] can be rewritten as

f(~x) = sgn
(
k (~w, ~x) + b

)
, (2)

with the weight vector ~w, whose elements represent the importance (influence) of the correspon-
ding features, defined as ~w =

∑m
i=1 αiyi~xi. In the case of the linear SVM, the kernel function

is defined as the dot product of the two vectors, which leads to the linear decision function

f(~x) = sgn

 f∑
j=1

wjxj + b

 . (3)

So far, changes in the phosphorylation level were represented by ratios, which can be expressed
as x = S−Sref , where S is the signal of the phosphosite in the corresponding cell line and Sref

the signal of the site in the reference cell line pool. Here, the signal is defined as log intensity of
the corresponding phosphosite. For data produced by other methods such as multiple reaction
monitoring or ELISA, where the quantitative data are represented by intensities, one can still
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make predictions with the proposed phospho-signature, but the decision function (Equation
[2]) has to be modified to

f(~S) = sgn
(
k
(
~w, ~S

)
+ b− k

(
~w, ~Sref

)︸ ︷︷ ︸
b̃

)
. (4)

Note, that only the bias term has to be modified while the weight vector ~w stays the same. In
geometrical terms, the orientation of the hyperplane does not change, but is translated to the
new position. In the case of the linear SVM the decision function thus changes to

f(~S) = sgn

 f∑
j=1

wjSj + b̃

 . (5)
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4   Supplemental tables mentioned in the main article



Table S 2 . Mass spectrometric pairing scheme

Exp. Group Group Cell line Cell line Cell line
number medium heavy light medium heavy
1 + - CELLMIX LouNH91 H460
2 + - CELLMIX H1648 Calu6
3 + - CELLMIX HCC827 LCLC103H∗

4 + - CELLMIX H322M H2077
5 + - CELLMIX H2030 H1395
6 + - CELLMIX HCC2279 H2172
7 + - CELLMIX H1568* H647*
8 + - CELLMIX H322* HOP62*
9 + - CELLMIX HCC366 HCC78
10 + - CELLMIX HCC4006 HCC1359*
11 + - CELLMIX H1666 H157
12 + - CELLMIX PC9 H520
13 + - CELLMIX H2009 H2887*
14† - + CELLMIX H2077 H322M
15‡ - + CELLMIX H2887* H2009
16 + - CELLMIX BT-20 MDA-MB-468
17 - + CELLMIX BT-549 MDA-MB231
18 + - CELLMIX HCC1937 MCF7
∗this cell line’s GI50 value turned out to be inconsistent with the one reported in
Sos, et al. (2009); thus, the cell line was not used in the analysis
† label switch of experiment 4
‡ label switch of experiment 13

Footline Author PNAS Issue Date Volume Issue Number 1
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5 Supplemental files

Supplement 1: This document. Contains supplementary information, Figures S1-S8 and Ta-
bles S1-S6.

Supplement 2: Data of the 25,020 class-I sites from the NSCLC experiments.

Supplement 3: Data of the 13,730 class-I sites from the breast cancer experiments.

Supplement 4: MS/MS spectra of the 25,020 class-I sites from the NSCLC experiments. The
spectra are named xxx yyy.svg, where xxx is the id of the phosphosite in Supplement 2 and
yyy is the scan number.

Supplement 5: MS/MS spectra of the 13,730 class-I sites from the breast cancer experiments.
The spectra are named xxx yyy.svg, where xxx is the id of the phosphosite in Supplement 3
and yyy is the scan number.


