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SI Text

Model Structure. MATLAB code containing the equations used
in the simulations can be found at the URL http://www.cchem
.berkeley.edu/grfgrp/jzaks/supp/html/index.html. Overall, the
structure of the model has the following form:

8
X =BG(t);p) + ZAkTFk(AkX, up)  up=CX. [S1]
k=1

The variables in the model are vertically concatenated in
vector X. Each F, consists of a module, as defined in the main
text, that propagates some subset of the variables in vector X.
G(I(t);p) is a scalar function relating the input (light intensity)
to the evolution of light harvesting variables, and Bis a2 X 1 ma-
trix relating the inputs to components of vector X that represent
light harvesting chlorophylls in Photosystem II (PSII) and Photo-
system I (PSI), contained in the functions F, and F5. G(I;p) does
not depend on any components of X, which means that the model
assumes that the rate of light absorption by antenna chlorophylls
is independent of the state of the photosynthetic apparatus. This
assumption may need to be relaxed in the future if processes such
as state transitions, which remove light harvesting complexes
from PSII, are incorporated. The qE component of the model
comprises a feedback loop because the input to qE is the lumen
pH and gE itself is an input to the light harvesting module. A
summary of the modules in the model is given in Table S1.

Because many variables are shared between modules, the dif-
ferential equation at each time step for a given variable is deter-
mined by adding the contributions of differential equations from
each module that affects that variable. For example, the number
of protons in the lumen is affected by three modules: PSII, cyto-
chrome bgf, and ATP synthase; the resulting time-evolution of
protons in the lumen is the sum of the contributions from these
three modules.

Formally, to keep track of the distribution of variables into
modules, we introduce the matrix A; for each module k. A is
a m X n matrix, where # is the length of X and m is the number
of variables that are propagated by the function F. The matrix
Ay has a 1 in each of its m rows to select the components of X that
are propagated in module F;. To sum the contributions from in-
dividual modules, each differential value X, = F;(X}) is multi-
plied by the transpose of A;. In the current implementation of
the model, these matrices are generated automatically during
the initiation phase (see file initChloroplastSim and
getIndices)

Each module may require inputs of system variables in addi-
tion to those that that are propagated by that module. For exam-
ple, qE quenching is activated by lumen pH but does not itself
affect the pH, so the pH is an input to the module (F,) for
qE rather than a variable that is propagated by that module. Each
module accepts an additional vector u; that contains inputs for
function F, (X,,). To calculate u; at each time point in the simu-
lation, the vector of variables X is multiplied by a matrix C;, of
size p X n, where p is the number of inputs to module k£ and 7 is,
as before, the length of variable X.

Running the simulation. To run a simulation, the model requires (1)
an sequence of light intensities and durations of these light inten-
sities, (2) a vector of initial conditions, and (3) a set of values to
use for each parameter. The time-step taken by the differential
equation solver is determined by the differential equation solver
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provided in MATLAB (we use odel35s, but any stiff solver would
in principle work). The solver varies the time-step of the simula-
tion to balance efficiency of simulation with accuracy (1).

Units used in simulation. The variables for describing light-harvest-
ing, qE quenching and electron transfer through the PSII reaction
center and plastoquinone pool are expressed in terms of concen-
trations of number of molecules per PSII. To calculate the lumen
pH and the proton motive force, we converted from number of
molecules per PSII to molar concentrations.

Description of Modules. Energy transfer within PSII. Excited chloro-
phylls are quenched by energy transfer to the RC, by intrinsic de-
cay processes, and by regulated NPQ pathways, as illustrated in
Fig. 2B of the main text. Our model assumes a “lake” model of
energy transfer in which quenching sites are shared between all
excited chlorophylls (2), and that excitation equilibrates within
PSII instantaneously before any photochemical or nonphoto-
chemical quenching processes can take place. This assumption
is a simplification because the timescale of energy transfer
through the PSII antenna (3), as well as the exact location of
the quenching site, will affect the relative yields of light harvesting
and quenching energy. Nonetheless, because neither the exact
nature of energy transfer through the PSII antenna (4) nor the
exact site of qE quenching (5) are definitively known, our as-
sumption is a necessary initial assumption and provides a frame-
work for testing different models of energy transfer.

Electron transfer chain after PSIl. For modeling energy transfer
through PSII, electron transfer in the reaction center and through
the plastoquinone pool, and plastoquinone reoxidation at cyto-
chrome bgf, we have followed previous models (6, 7). One nota-
ble modification is that we assumed that undocking of reduced
plastoquinol and the docking of oxidized plastoquinol into the
Qp binding site had reverse rates that occurred at 10% of the
rate of the forward reaction. We did this to improve agreement
between simulated and measured Q4 oxidation state, typically
measured as 1 —gP (2), at a range of light intensities, although
accurate simulation of the oxidation state of Q 4 at a range of light
intensities requires further work. Following ref. (8), we assumed
that the rate of plastoquinol oxidation at cytochrome b¢f slowed
down at lower pH values, with a pK, of 5.8 and Hill coefficient of
1.2, causing plastoquinol oxidation to be slower at lower pH. The
pK. value we used (5.8) is lower than the pKa value used in
Takizawa et al. (6.6), but is closer to earlier estimates of the pH-
dependence of plastoquinol oxidation (7). After passing through
cytochrome bgf, electrons are transferred to plastocyanin, then
undergo another photoinduced electron transfer through the
PSI reaction center, and finally to ferredoxin. Because calculating
the redox state of the stroma (9) is beyond the scope of our cur-
rent model, we assume that ferredoxin is rapidly reoxidized with a
single rate constant.

Lumenal buffering and ion motion. To simulate the lumen pH, which
triggers qE, it was necessary to calculate the rate of protons en-
tering the lumen, the rate of protons leaving the lumen, and the
buffering of protons inside the lumen. Protons enter the lumen at
two points during linear electron flow: (1) water splitting at PSII
and (2) plastoquinol oxidation at the cytochrome bgf complex.
Protons leave the lumen through ATP synthase, which converts
the energy contained in the proton gradient across the thylakoid
membrane to a phosphate bond in the molecule ATP. Overall,
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under conditions of linear electron flow, three protons enter the
lumen for each electron transferred through the PSII reaction
center (10). These protons contribute to the proton motive force
(pmf) in two ways (7): (1) by creating an electrical potential that
drives positive charges to the outside of the lumen and (2) by
creating a pH gradient that provides a diffusive potential for pro-
tons to exit the lumen. This parsing of the pmf into an electric
field and a diffusion potential depends on the buffering capacity
of the lumen and on the motion of charged ions across the thy-
lakoid membrane (7).

The buffering of protons in the lumen has been studied in great
detail in isolated chloroplasts (11) and a detailed mathematical
model for lumenal buffering has also been developed (12), which
indicates that the lumenal buffering capacity increases at decreas-
ing pH. For simplicity, we use a constant buffering capacity of
30 mM protons per A pH (7). Nonetheless, incorporating a more
accurate model of lumen buffering may be important in the fu-
ture to achieve good agreement with a wider set of data, espe-
cially as the model is extended to incorporate plants in stressed
conditions in which the lumen pH may be lowered past that of
healthy plants.

The relationship between protons entering the lumen and the
lumen pH also depends on the motion of ions in and out of the
lumen. We have assumed that a significant portion of the proton
motive force that drives ATP synthase is stored in the form of an
electric field gradient across the thylakoid membrane, which oc-
curs when the ionic strength of the lumen is low (5 mM) (7). In
the absence of a pmf or electric field, which is what we assume the
state of the system to be in the dark, the ion concentration of
stroma and lumen are in equilibrium. In the light, the electric
field formed by proton pumping exerts a driving force on the mo-
bile ions within the lumen, which dissipate this electric field over
time (7). Consequently, the fraction of the pmf that is stored as an
electric field decreases over time as ions move across the thyla-
koid membrane and dissipate this electric field. This dissipation
of the electric field increases the relative fraction of the pmf that
must be stored as a A pH between lumen and stroma, and there-
fore lowers the lumen pH. The equations describing this process
are taken from ref. (7). We use a concentration of 10 mM for the
initial concentration of lumenal and stromal ion concentrations
and assume that the stromal ion concentration does not change.

We assume that the volume of lumen per PSITis 6.7 x 102! L
and that the ratio of lumen volume to surface area of the thyla-
koid membrane is 8 x 1071° L/cm? (7). Because we have as-
sumed that the proton motive force (pmf), which drives ATP
synthesis, arises from both an electric field gradient ( Ay) and
A pH component, our model is consistent with recent views that
sufficient pmf for ATP synthesis and qE can be attained at a mod-
erate lumen pH (13).

Activation of ATP synthase. Accurately modeling the conductivity of
ATP synthase is challenging because there are numerous factors
regulating ATP synthesis (14). One possible approach is to as-
sume, as in reference (7), that the ATP synthase has a constant
proton conductivity. The problem with such an approach is that it
does not incorporate the effect of the activation of the Calvin-
Benson cycle by linear electron flow through the thioredoxin sys-
tem (15), and as a result will overestimate the lumen pH in the
initial few minutes when plants are moved from dark to light,
especially in situations when the actinic light intensity does not
saturate linear electron flow. At low light intensities, a transient
qE appears within tens of seconds after the onset of illumination
and disappears after several minutes, most likely because the ATP
synthase enzyme is initially inactive, and its activity is activated
along with the ATP-consuming reactions of the Calvin-Benson
cycle (15).

To account for this transient qE without building a complex
model of ATP synthase activation and ATP consumption, we have
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chosen to modulate the proton conductivity of ATP synthase with
an effective average of the many processes that affect the rate of
proton flux through ATP synthase. To model the rate of protons
leaving the lumen through ATP synthase, we use the equation

Hoy = gu+ X pmf X Fatp, [S2]

where g+ is the conductivity of ATP synthase, for which we use a
value of 10~° mol protons/V /cm? /s, pmf is the proton motive
force, and F41p is a unitless number between 0 and 1 that mod-
ulates the conductivity of ATP synthase. F otp increases with lin-
ear electron flow, and the rate of increase of Frp is a single rate
representing all reactions that affect the rate of proton flux
through ATP synthase. In the model Farp evolves according
to the equation

dFATP

dt = kATPAcl [Fdxr}(l - FATP) - kATPInactFATPv

where [Fdxr] is the fraction of the total ferredoxin in the stroma
that is reduced. In fact, the factors controlling the rate of proton
flux through ATP synthase are numerous and not fully under-
stood, and include the activation of ATP synthase itself as well
as the activation of several enzymes in the Calvin-Benson cycle
that affect the consumption of ATP (16). Because the detailed
dynamics of the carbon reactions and ATP synthase regulation
are outside the scope of our model, we have chosen to capture
the effect of the changing proton conductivity of ATP synthase
during acclimation from dark-adapted to light-adapted state with
a single rate constant, katpac; and a reverse rate of inactivation,
kaTpimact- We note that this simplification reduces the applicability
of our model to situations in which plants are stressed by, for ex-
ample, cold or drought, though qE does play an important photo-
protective role in these situations (17). More work is needed in
order to be able to apply this model to such situations, where
there may be significant potential for improving photosynthetic
yields.

Proton to ATP ratio and cyclic electron flow. Cyclic electron flow
(CEF) around PSI is an important process that affects qE in Ara-
bidopsis (18). However, details of the regulation of CEF are not
fully understood and are an area of current investigation (19). As
a result, we have chosen to omit this process from our model and
to compensate for its absence by altering the proton-to-ATP ratio
of ATP synthase. Experimental and theoretical work has sug-
gested that a major role of CEF is to set the ratio of ATP to
NADPH production to be equal to 3:2, which is the ratio needed
for the carbon reactions (20). It is thought that 14 protons are
translocated through ATP synthase to form three molecules of
ATP, causing the ratio of ATP to NADPH production to be lower
than the 3:2 ratio needed for carbon reactions. If, instead, the
ratio of protons to ATP produced by ATP synthase were 12:3,
then ATP and NADPH production would be balanced with the
demands of the Calvin-Benson cycle (20). If the role of CEF is
indeed to balance the ratio of ATP and NADPH production with
the ratio for their consumption, then assuming a proton to ATP
ratio of 12:3 should lead to a more accurate estimate of lumen
pH than if the effect of CEF were ignored completely. In our
modeling, we have assumed that the proton-to-ATP ratio of
ATP synthase enzyme is 12:3, which gives a 3:2 ratio of ATP
to NADPH production.

Comparison Between Measured and Simulated PAM Fluorescence.
Extracting NPQ from PAM measurement. In a PAM fluorescence
measurement, the data have been normalized to the initial dark-
adapted fluorescence state F, (21). While the plant is in the dark,
an intense pulse of light measures the fluorescence yield of the
plant when all PSII reaction centers are saturated, determining
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the level of fluorescence (denoted F,,) before NPQ pathways
have turned on. Upon transition from darkness to light, the fluor-
escence yield of the leaf rapidly increases to a maximal level, then
decreases more slowly as the availability of photochemical and
NPQ pathways increases. During repeated application of intense
pulses (spikes) all reaction centers are fully closed, so the change
in fluorescence quantum yield relative to F,, in the presence of
these intense flashes (denoted F,,) is due to the appearance of
NPQ pathways. A commonly used expression for total NPQ,
which we also use, is NPQ = (F,, — F,,)/F,, (21, 22).

PAM simulation. The simulated qE curves shown in Fig. 4 of
the main text were obtained from simulations of chlorophyll
fluorescence as in the PAM fluorescence experiment (23). Fig. S1
shows the measurements (Left, A and C) and simulations
(Right, B and D) of PAM fluorescence traces of dark adapted
plants exposed to 100 pmol photonsm=2s~! (Top, A, B) and
1,000 p mol photonsm=2s~! (Bottom, C, D). Although Fig. 4
(main text) shows reasonable agreement between the model
and data for qE, the deviation between the model and the
full chlorophyll fluorescence trace is much greater. Because
the model does not currently incorporate NPQ mechanisms other
than gE, the height of the saturating spikes is constant in the
simulation of the npg4 mutant as shown in Fig. S1 B and D,
in stark contrast to the measured data (Fig. S1 B and D). In
particular, the model does not accurately calculate the baseline
fluorescence level, denoted Fy, which is a measure of both
photochemical and nonphotochemical quenching (21). The
model calculates that photochemistry is fully saturated at
1,000 pmol photonsm~2s~!, leading to a completely flat and
saturating fluorescence level in Fig. S1D. Because of the model’s
limitations in accurately calculating photochemical quenching,
there is some discrepancy between experiment and model in
the height of the spikes due to saturating pulses, which is used
experimentally to measure the fraction of open reaction centers.
However, we note that the trend of increasing height of the spikes
as the plant adapts to light, which signifies a reduction in excita-
tion pressure, is reproduced by the modeled activation of ATP
synthase by linear electron flow.

Because the chlorophyll fluorescence is simulated according to
Eq. 7 of the main text, the simulated rate of photochemical
quenching is determined by the concentration of oxidized Q4,
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independently of the redox state of Qg or the PQ pool. In the
model we used for electron transfer among quinones (6), the rate
of electron transfer from Q 4 to Qp is much faster than the rate of
downstream electron transfer reactions, and does not directly de-
pend on the redox state of the PQ pool. Because of this, the tran-
sition from Q 4 being fully reduced to fully oxidized in the model
is much more abrupt than in reality. It is possible that the reason
for these discrepancies is due to the fact that the model neglects
processes other than electron transfer through PSII that may
reduce the PQ pool, such as chlororespiration (24) and cyclic
electron flow around PSI. In order to apply this model to incor-
porate the role of qE at a range of light intensities beyond the two
example light intensities presented here, it will be necessary to
refine the present model to correctly simulate the photochemistry
that determines the dependence of the O, redox state on inci-
dent light intensity.

Model Parameters and Effect of Parameter Variation. Table S2 shows
the numerical values of parameters affecting qE that were used to
generate the simulations in Figs. 4-6 of the main text and
Figs. S1-S4. Many of these values were fitted to achieve good
agreement between experiment and data. The pKa and Hill coef-
ficient of PsbS protonation that we used are 6.3 and 3, respec-
tively, which are somewhat different from the values of 6.8
and 1 found by Takizawa et al. (8). This discrepancy is probably
due to the fact that, in Takizawa et al., in vivo estimates of lumen
pH derived from measurements of the electrochromic shift were
used to fit to steady state NPQ values for various mutants; in this
work, we fit NPQ of only the wild type to dynamic NPQ mea-
surements.

To assess the effect of varying parameters on the conclusion of
Fig. 6 in the main text, which is that qE does not change the lu-
men pH, we plotted the lumen pH in the presence and absence of
qE for a range of ATP synthase conductivities and rate of ATP
synthase activation in Fig. S3. For all these parameter values, the
lumen pH was not affected by qE. Varying the conductivity of
ATP synthase did affect the redox state of Q, (Fig. S44) and
of the plastoquinone pool (Fig S4B). The fact that the lumen
pH appears to be unchanged is likely due to the fact that the rate
limiting step for linear electron flow occurs at the cytochrome bgf
complex (25).
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Fig. 2. Evolution of quenching species at 1,000 pmol photons/m?/s. Simulations done with the same parameters as those used in Fig. 4A of the main text.
Key parameters are given in Table S2. The black bar at the top indicates times when the plant is darkened, and the white bar indicates actinic light illumination.
(A) Fraction of PsbS (black) and violaxanthin deepoxidase (blue) that are activated by the lumen pH. (B) Activity of violaxanthin deepoxidase (blue) and fraction
of xanthophyll that is in the form of antheraxanthin (green) and zeaxanthin (red) in a qE-relevant binding site that is made from violaxanthin by VDE.
(C) Fraction of total gE quenching sites with protonated PsbS (black), zeaxanthin or antheraxanthin (green/red) and active qE quenching pathways (orange),
assuming Eq. 3 of the main text. The rate of qE induction is slower than the rate of qE relaxation because, in our model, gE induction is limited by VDE activity,

whereas PsbS is deactivated rapidly, turning qE off.
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Table S1. Model components and references

Module References (if available)
(Fy) light harvesting (1-4)

(F,) qE quenching (5, 6)

(F3) electron transfer through plastoquinone pool (1)

(F4) plastoquinol oxidation at cytochrome bgf (5,7)

(Fs) electron transfer through plastocyanin and PSI on to ferredoxin (8)
(Fg) reduction of the stroma by ferredoxin —
(F;) activation of proton efflux via the ATP synthase enzyme —
(Fg) proton and ion dynamics in the lumen and stroma @)
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Table S2. Values of parameters affecting qE used in simulations

Parameter Value Explanation and source
kvpe va 4x1072s! rate of deepoxidation from violaxanthin to antheraxanthin (1)
kvpE Az 4x1072s7" rate of deepoxidation from antheraxanthin to zeaxanathin (fitted)
7€ 4x 104 s rate of violaxanthin and antheraxanthin epoxidation (fitted)
pKa VDE 6.0 pKa of VDE activation (2, 3)
nVDE 6 Hill coefficient of VDE activation (fitted)
pKa of PsbS 6.4 pKa of PsbS activation (fitted)
nPsbS 3 Hill coefficient of PsbS activation (fitted)
PsbS Dose 0.6 Fraction of possible quenching sites that are triggered by PsbS (fitted)
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