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S| Materials and methods. Protein preparation and labeling. Five dif-
ferent variants of Csp were prepared starting from a DNA se-
quence with an additional C-terminal cysteine (Table S1,
CspC67). In contrast to the terminal positions, which are not
influenced by quenching (1), previously published results on re-
configuration dynamics in the internal positions of Csp (2) were
found to be affected by quenching of the FRET dyes by Trp side
chains. Here we avoid this complication by replacing all Trp
residues in the protein by Phe, which does not quench donor
or acceptor (3). This lack of quenching is reflected by a more pro-
nounced anticorrelation in the donor-acceptor cross-correlation
functions (Fig. 1). The good agreement of the reconfiguration
times obtained for the terminally labeled variant used here
and the terminally labeled protein containing both Trp residues
(1) (note that no fluorophore quenching is observed for the term-
inally labeled variant in both cases), indicates that the Trp to Phe
exchanges do not affect unfolded state dynamics significantly.
Several second cysteine residues were introduced by site-directed
mutagenesis to provide specific labeling positions for the dyes
(see Table S1 for all amino acid sequences). All variants were ex-
pressed with an N-terminal hexahistidine tag containing a trypto-
phan residue to facilitate detection and quantification by UV-Vis
spectroscopy during purification. After purification, the proteins
were digested with HRV 3C protease to cleave off the His-tag.
The sequence CspC36C69 contains an additional protease clea-
vage site (Factor Xa) N-terminal to Cys36 for the preparation of a
bisected variant that enables a comparison of the full length pro-
tein and the shortened peptide corresponding to the C-terminal
segment alone. The synthetic starting gene (Celtek Bioscience)
was cloned into vector pET47b (+). The variants were expressed
in E. coli BL21 (DE3) and purified from the inclusion bodies
using a HisTrap column (GE Healthcare, BioSciences AB) in
20 mM Tris-HCI, 0.5 M NaCl, 2 mM f-mercaptoethanol,
20 mM imidazole, 4 M GdmCl, pH 8.0 and elution with an imi-
dazole gradient. The resulting protein was dialyzed against
50 mM sodium phosphate, 0.5 mM EDTA, 2 mM fp-mercap-
toethanol, pH 7.4 and digested by adding HRV 3C protease (con-
taining a His-tag; 1mg HRV 3C per 55 mg Csp). Finally, digested
Csp was separated from protease, uncleaved Csp, and free His-
tag by a second HisTrap chromatography run. Labeling was per-
formed as described previously (2, 4) and verified by mass spec-
trometry. IN and ProTa were expressed, purified, and labeled as
described previously (5).

Single-molecule fluorescence spectroscopy. Single-molecule fluores-
cence measurements were performed with a MicroTime 200 con-
focal microscope (PicoQuant, Berlin, Germany) equipped with a
diode laser (LDH-D-C-485, PicoQuant), a HeNe laser (594 nm,
CWI Melles Griot) and an Olympus UplanApo 60x/1.20W objec-
tive (Olympus). Emitted photons were collected through the mi-
croscope objective, focused onto a 100 pm pinhole and then
separated into four channels with a polarizing beam splitter
and a dichroic mirror (585DCXR, Chroma). Photons emitted
by the acceptor dye were additionally filtered (HQ650/100 Chro-
ma Technology) and then focused onto a SPAD detector (Perkin
Elmer). Photons emitted by the donor dye were filtered (ET525/
50M, Chroma Technology) and detected with an avalanche
photodiode (MPD, PDM series, 50 pm, PicoQuant). The arrival
time of every detected photon was recorded by a HydraHarp 400
counting module (PicoQuant), and the time between excitation
pulse and photon detection pulse was stored with 4 ps resolution

Soranno et al. www.pnas.org/cgi/doi/10.1073/pnas.1117368109

(time resolution was thus limited by the timing jitter of the de-
tectors).

The donor dye was excited with an average power of 100 pW.
Single-molecule FRET efficiency histograms were acquired in
samples with protein concentrations of about 20 pM to 50 pM;
detected photons were recorded with a time resolution of 16 ps,
with the laser in pulsed mode at a repetition rate of 64 MHz.
Nanosecond-FCS measurements were performed in samples with
a protein concentration of approximately 1 nM, with the laser in
continuous wave mode, with typical data acquisition times of 10
to 16 h. Control measurements to determine the contribution of
quenching to the acceptor intensity autocorrelation were carried
out by exciting with a continuous wave HeNe laser (594 nm, CVI
Melles Griot) at a power of 16 pW. All measurements were
performed in 50 mM sodium phosphate buffer, pH 7.0, 150 mM
p-mercaptoethanol, and 0.001% Tween 20 (Pierce) with varying
concentrations of GdmCl. 20 mM cysteamine were added to
enhance the fluorophore brightness and minimize bleaching.

Rapid mixing experiments were performed essentially as de-
scribed by Hofmann et al. (6). Microfluidic mixers fabricated
by replica molding in polydimethylsiloxane (PDMS) were used
(6, 7). 200 pM of terminally labeled Csp unfolded in 1.5 M
GdmCl from the inlet channel (from the left in Fig. 4B) were
mixed with buffer without denaturant from the side channels
(from the top and bottom in Fig. 4B), resulting in a final con-
centration of 0.25 M GdmCl in the observation channel (to
the right in Fig. 4B). 0.015 % Tween 20 were included to prevent
nonspecific interactions of the protein with the PDMS surfaces.
Measurements were taken by placing the confocal volume at a
position 50 pm (8 ms) downstream of the mixing region. The ex-
periments were performed with pressures of 13.8 kPa (2.0 psi)
applied to all channels. To estimate the time after mixing, the cal-
culated average fully developed flow velocity of 1.2 mm/s
(13.8 kPa) in the observation channel was corrected by account-
ing for the change in width of the observation channel from the
mixing area to the observation point, as described by Pfeil et al.
(7). The stability of the flow velocity during the measurements
was confirmed by analyzing the donor-acceptor fluorescence
intensity cross-correlation functions (8). nsFCS measurements
were taken for 6 h and analyzed as described below (in Nanose-
cond-FCS measurements).

The viscosities of the solutions were measured with a digital
viscometer (DV-1+, Brookfield Engineering) with a CP40 spindle
and 30-60 rpm, which allows determination of viscosity with an
uncertainty of 0.05 to 0.1 mPa s. The calibration of the instrument
was tested with a reference solution of known viscosity. The
changes in refractive index caused by the addition of viscogens
and/or denaturant were determined with a digital Abbe refract-
ometer (Kriiss, Germany) and were taken into account for the
calculation of the Forster radii for the corresponding solution
conditions.

Data analysis. Fluorescence lifetimes and FRET efficiencies. The aver-
age fluorescence lifetimes were estimated as the mean detection
time of the burst photons after donor excitation. The transfer ef-
ficiencies were obtained from E = n4/(ny + np), where np and
n 4 are the numbers of donor and acceptor photons in the burst
corrected for background, channel crosstalk, acceptor direct
excitation, differences in quantum yields of the dyes, and detec-
tion efficiencies (9). For a fixed distance r, the mean donor life-
time in the presence of acceptor is given by 7p4 = 7p4(r) =
7p(1 — E(r)), where 7, is the lifetime in the absence of acceptor
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and E(r) = 1/(1 + R§/r®), with the Forster radius R, calculated
for the respective values of the refractive index of the solution
(10) (black straight line in Fig. 1B). For a chain with a probability
density function P( ) of the 1nterdye dlstance rotpg = [ (1)dt/

®[(f)dt with 1(r) = I, [$ P(r)e™/74")dr, where [ is the time-
dependent ﬂuorescence emissmn intensity, and the mean FRET
efficiency is calculated as (E) = [@E(r)P(r)dr. In Fig. 1b, a
Gaussian chain distribution for the distances

32 a2
) e %, [S1]

(where (r?) is the mean squared end-to-end distance of the seg-
ment probed) and the distribution of distances for a worm-like
chain (11, 12) were compared. The resulting parametric plots
are shown as the curved solid line (Gaussian chain) and the
curved dashed line (worm-like chain), respectively. For the
Gaussian chain, the corresponding radius of gyration R,, can
be calculated from R? = (r?)/6. This conversion is used for
the inset of Fig. 5 (main text) and for Figs. S2 and S6. For calcu-
lating persistence lengths, [,, (Fig. S5), we use I, = (r?)/2l,
where /. is the contour length of the segment probed (13), with
corrections for dyes and linkers, as described previously (4). The
insensitivity of the result to the detailed model used for the dis-
tance distribution is largely due to the similarity of the shape of
the different distributions around their mean values given the low
persistence lengths relative to the contour lengths of the polypep-
tides investigated here (5). Note that the long-range reconfigura-
tion times observed here are much greater than the fluorescence
lifetimes of the dyes; the effect of chain dynamics on the observed
transfer efficiencies is thus negligible (14).

3
PGauss(r) = 4ar? <27z<r2)

Nanosecond-FCS measurements. Autocorrelation curves of accep-
tor and donor channels and cross-correlation curves between ac-
ceptor and donor channels were calculated from measurements
as described previously (1, 2). The data were fit over a time win-
dow of 4 ps with

=ty ity t—tg

1 _ty _h _iy
gij(7) = 1+N(1_CAB6 TaB)(1 +ccpe Tep)(1 +cre T7),
i,j=A,D, [S2]

where N is the mean number of molecules in the confocal vo-
lume. The three multiplicative terms describe the contribution
to amplitude and timescale of photon antibunching (AB), chain
dynamics (CD), and triplet blinking of the dyes (T). In the case of
the Csp variants, the three correlation curves were fit globally
with the same values of z¢p and ¢, above 1.5 M GdmCl. The am-
plitude and the lifetime of the antibunching and triplet compo-
nent were fit with a free independent decay component for each
correlation curve. Triplet lifetimes show a systematic increase in
the range between 2 ps and 4 ps as the GdmCl concentration
increases from 0 M to 7 M. Below 1.5 M GdmCl, only the donor
autocorrelation was taken into account due to a significant con-
tribution from the native state in the acceptor autocorrelation.
The same approach was used for IN due to the presence of static
quenching in the acceptor under native conditions. In the case
of ProTa, data were fit globally over the entire range of GdmCl
concentrations.

An estimation of the errors for Csp data has been obtained
performing a Bootstrap-method, randomly sampling 50 subdata-
sets from the original dataset and fitting them with the same mod-
el. The obtained results have been used to estimate a standard
deviation error from the mean. The resulting correlation times,
7cp, can be described in terms of diffusion on the potential of
mean force that corresponds to the P(r) determined from the
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FRET efficiencies and fluorescence lifetimes and then converted
in the reconfiguration time of the polypeptide chain (1).

Global fit of viscosity dependence of z,. The viscosity-dependent
reconfiguration times measured at different GdmCl concentra-
tions (Fig. 2) were fit globally according to Eq. 2 and 3 with
() Gamat = @ * () Gamar1/Mo + (%) Gamer, Where (%) Gamcr i the
mean square end-to-end distance of the chain as determined
from single-molecule FRET experiments at a given GdmClI con-
centration, (7;)gamc 1S the “dry” internal friction contribution
at the same GdmCl concentration, and a is a proportionality
constant common to all GdmCl concentrations. According to
the Rouse model, a can be related to the diffusion coefficient
D, of a chain segment through a = ﬁ (13). Assuming that

N equals the number of Kuhn segments (including the contribu-
tion of dyes and linkers), we obtain a value of Dy =(0.73+0.03)"
107> cm? /s, in a reasonable range for our segment size. The
global fit describes the observed behavior at all the denaturant
conditions well, as shown in Fig. 2, suggesting that if there is a
contribution from “wet” friction, it would be the same irrespec-
tive of the solvent.

The viscosity dependences of the bisected variant of Csp at
different GdmCI concentrations were fit globally as the data of
the full length protein (Fig. S8). The global fit provides an esti-
mate of the internal friction times, with 45 + 4 ns, 29 + 5 ns, and
12+ 6 ns at 1.0 M, 2.0 M, and 6.0 M GdmCl, respectively. The
proportionality constant a in the global fit was converted to
diffusion coefficient of the elementary segment D, as explained
for the full length variant. In this case, Dy = (0.7 £0.2) -
1073 cm?/s, in excellent agreement with the value for the full
length protein, suggesting that the model does not only provide
the correct scaling with the mean squared end-to-end distance,
but also the correct scaling with the length of the sequence.

Extended RIF model. The Rouse model with internal friction (RIF)
assumes that a polymer chain obeys the following equations of
motion:

dr

édt

_§s§ kokr +f(t) =0 [S3]

Here r is the vector whose components are the positions of
the polymer beads, k, is the stiffness of the spring connecting
two adjacent beads, & and &; are, respectively, the solvent- and
the internal friction coefficients, f(¢) is a random force vector
satisfying the appropriate fluctuation-dissipation relationship,
and k is a dimensionless connectivity matrix such that kyk is the
stiffness (Hessian) matrix of the chain. Specifically, this matrix is
tridiagonal:

-1 1 0 O
1 -2 1 0
k=0 1 -2 1
o o0 1 =2

These equations describe the Brownian dynamics of a linear
chain of N beads with coordinates r;, r,, ..... , Ty, connected
by harmonic springs such that the total potential energy is given
by

N
%Z [S4]

The mathematical structure of RIF is such that both the
chain’s stiffness matrix and the “friction matrix” £k appearing
in the second term of Eq. S3 are proportional to the same
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connectivity matrix. This results in a particularly simple eigen-
mode spectrum, where the presence of internal friction does
not change the eigenmodes of the system (which remain identical
to the Rouse modes), but shifts all of its characteristic times by a
constant amount,

70 = (TRouse/N2) + T, n=1.2,.. [S5]
where 7; = £; /k is the timescale associated with internal friction,
and

& N(ry —r|?)
TRouse — 3”2]%771 [S6]

is the longest relaxation time of the Rouse chain without internal
friction.

For a quantitative comparison between the RIF model and
experimental data, however, it is necessary to include two addi-
tional effects that are not taken into account in the original RIF
model: one is the experimentally observed chain compaction at
low denaturant concentrations due to the change in solvent qual-
ity, and the other is the change in the dynamics induced by the
FRET dyes and the connecting linkers. To mimic chain compac-
tion, we introduced an additional central potential

V,= chr,% /2,
n

which effectively compresses the chain towards the coordinate
origin. In support of this simple approach, a comparison of the
Rouse model modified in this way with more realistic simulations
of a bead-and-spring model that included collapse-inducing
attractive interactions showed that the behavior of both the sta-
tistical and the dynamical properties of the two models is quan-
titatively the same, given the same degree of chain compaction.
Here, chain compaction is quantified by the ratio of its root mean
square end-to-distance to that of the same chain in the absence of
any attractive interactions (Fig. S4).

The donor and the acceptor dyes were represented as beads
linked to the rest of the chain via harmonic springs of stiffness
k;. When the donor (D) and the acceptor (A) beads are con-
nected, respectively, to chain beads i and j, this interaction is
represented by a potential of the form

Vi=(1/2)ki(rp = 1;)* + (1/2)ki(r —1})*

Without this modification, the present model reproduces all of
the results of Ref. (15) in the limit of zero friction. It should be
noted, however, that, in contrast to Ref. (15), which predicts the
existence of a maximum in the segment length dependence of the
reconfiguration time, such a maximum is neither predicted by the
present model nor observed experimentally.

In the absence of internal friction, the dynamics of the system
is described by a straightforward generalization of the Rouse
model:

dr
—§a—Kr+f(t):0

In addition to the coordinates of the chain beads, the vector r
in this equation includes the coordinates of the donor bead and
of the acceptor bead. K is the matrix of the second derivatives
(Hessian) for the potential V' + V. + V/, & is a diagonal friction
matrix, whose diagonal entries are the friction coefficients equal
to & for each chain bead, &4 for the acceptor, and &) for the do-
nor. Finally, f is an appropriate random force vector. It is con-
venient to introduce a friction-scaled Hessian matrix K, whose
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elements are given by I?,-,— = K;j/+\/&iéjj» and rescaled coordi-
nates and forces, 7; = r;\/&;, fi = fi/V/&i, in terms of which the
equations of motion become

v -
~5~ Ki+(0 =0 [S7]

As in the Rouse model, Eq. S7 is solved by decomposing
the dynamics into those of independent relaxation modes, each
of which effectively obeys overdamped harmonic oscillator
dynamics. Those modes u,, are the eigenvectors of the matrix K
satisfying the relation:

Ki® = (1/z®yat [S8]

where 7(") are the corresponding relaxation times. To estimate
the effective reconfiguration time for the relative motion of the
donor and the acceptor, consider the autocorrelation time of
their relative distance, written as a linear combination of the
relaxation modes:

i Zx(n)ﬁg) Zx(")i‘ﬁln)
r =r r, — p a4 _ n n
pA=Tp—Ty=—"F=——"7== - ,
Vép  Véa Vép Véa
where llgl’)A is the component of the nth relaxation vector that
corresponds to the donor(acceptor) coordinates. The corre-

sponding reconfiguration time zp 4 is estimated from the autocor-
relation function

[S9]

S Jo2 dt(rp4(0)rp4(2))
4 (rp4(0))

Note that, although the timescale defined by Eq. S10 is not
identical to the experimentally estimated reconfiguration time-
scale, comparison with simulations of FRET in more realistic
polypeptide models shows that it adequately captures the depen-
dence of reconfiguration times on the donor and acceptor posi-
tions (15).

Eq. S10 can be evaluated using the equipartition theorem ap-
plied to the relaxation modes. Taking advantage of their statistical
independence results in the following expression for the autocor-
relation functions:

[S10]

K@ )M (1)) = kyTrWe=/" 5. [S11]
where §,,,, is the Kronecker delta.

We have further assumed that, as in the original RIF model,
internal friction increases each relaxation time by the same
amount without affecting the structure of the eigenmodes:

) & ) 4 g [S12]
As a result, the time dependence of the correlation functions

in Eq. S11 becomes modified, but their equilibrium statistical
properties are unchanged:

t

@0 (1)) = kgTrWe <46, [S13]
Combining Egs. S9, [S10], and [S13], we finally obtain:
~ (n) ~(m) \ 2
Ya _ Yp (n)\2
2( 5 \/?) =)
Tpg == o3 +1; [S14]
Z g _ Hp ()
~ éa \/5
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To fit experimental data, the model requires the following
parameters: k., k;, &4, ép, and ;.

The friction of the dye &p can be estimated considering that a
Kuhn segment in 6M GdmCl corresponds to about five amino
acids resulting in a molecular mass (approximately 600 Da) similar
to that of dye and linker (643 Da for Alexa488 and 820 Da for
Alexa 594), such that we assume &p = &4 = &;. Fits performed with
&p = 2¢&, yield results that are indistinguishable within experimen-
tal uncertainty, indicating that variation of the parameter within
reasonable bounds does not affect the conclusions. The dye spring
constant k; was estimated by optimizing the fit of the model to
the equilibrium interdye distances obtained from FRET efficiency
histograms for the variants labeled at different positions in 7 M
GdmCl, where no internal friction is present and the proteins
are maximally expanded. The resulting value of k; was then used
for all other fits. Note that without including the dyes and linkers
explicitly, the theory predicts a rollover in the reconfiguration time
as a function of segment length when |i-j| approaches the total
number of segments (15), which is not observed experimentally.
The confining spring constant k. was adjusted such that the change
in dimensions obtained from FRET efficiency histograms at differ-
ent GdmCl concentrations relative to the maximally expanded
state in 7 M GdmCl was reproduced. In this way the only remain-
ing free parameter is the internal friction time z;, which is obtained
from fitting the model to the position dependence of the reconfi-
guration times (Fig. 3). The r; extracted with this procedure is
given relative to the z; obtained by the model at the same GdmCI
concentration. In order to compare this result with values of inter-
nal friction obtained from the viscosity dependence, the ratio
(TU = was multiplied by the corresponding mea-

m)positiondependence
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Fig. S1. Two-dimensional histograms of relative donor lifetime versus FRET efficiency measured between 0 M and 7.4 M GdmCl (cf. Fig. 1, main text). 7ps and
7p are the donor fluorescence lifetimes in presence and in absence of acceptor, respectively. For details, see Fluorescence lifetimes and FRET efficiencies.
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Fig. S2. FRET efficiency histograms of Csp at 1.3 M (A) and 2 M (B) GAmCI with different concentrations of glycerol (% by mass). At 1.3 M GdmCl and 20%
glycerol, the denaturant concentration was adjusted slightly to 1.4 M GdmCl to counteract the effect of stabilization of the native state while maintaining the
same transfer efficiency. Generally, the presence of glycerol in solution did not affect the radius of gyration of the chain significantly, as shown in (C) (colors as in
A, B). The same behavior was observed at 4 M and 6 M GdmCl.
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Fig. $3. Radii of gyration, Rg, for Csp (red), IN (yellow), and ProTa (blue) obtained assuming the distance distribution of a Gaussian chain. Very similar results
are obtained with other distance distributions (5). The data for IN and ProTaC were fit as described previously (5). The expansion of IN and ProTa at low GdmCl
concentration is due to charge repulsion at low ionic strength (5). For interpolation, the Csp data were fit with Ry = Ryo(1 + pKpa/(1 + Kpa)), where Ry is the
dimension in the absence of denaturant, p is a scaling constant, K, is an effective binding constant of denaturant to the chain, and a is the activity of the
denaturant (5, 14). The residual difference in chain dimensions at high denaturant concentrations may be due to excluded volume effects from the long
unlabeled polypeptide tail in ProTa or GdmCI binding to acidic side chains (5). The gray data point is from the microfluidic mixing experiment (see Fig. 4,
main text).
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Fig. S4. Justification for using a simple harmonic potential to mimic chain collapse within the extended RIF. In the extended RIF, chain compaction is induced
by applying a parabolic trapping potential to every chain monomer. Here we show that such a model realistically reproduces the properties of a chain under-
going a coil-to-globule transition. To simulate the coil-globule transition, we used a chain of N = 41 beads connected by harmonic springs. In addition, non-
bonded beads interacted via a Lennard-Jones potential. Chain collapse was induced by lowering the temperature and quantified by the compactness
parameter c equal to the ratio of the chain’s root mean square distance to the root mean square distance corresponding to the high temperature limit (such
that c = 1 at high temperature, in the absence of collapse). The reconfiguration time, z;;, and the rms distance, rj, plotted as a function of the length of the
chain segment between the monomers i and j, agree well with those computed for a Rouse chain, in which collapse was introduced by applying a potential
kc.r?/2 to each monomer. Again, the degree of collapse for the Rouse chain was quantified by the compactness parameter ¢, taken, in this case, to be the ratio
of the rms end-to-end distance to that for k. = 0. Given the same values of the compactness parameter, the results for the Rouse model agree quite well with
those for the bead-and-spring model, especially considering that the Rouse model does not take into account excluded volume effects. Here we only show the
data for extreme cases of no compaction and very strong compaction (where c is smaller than the typical experimental values); similar agreement was observed
for intermediate values of ¢ (data not shown).
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Fig. S5. (A) Viscosity dependence of the reconfiguration time of ProTa in native buffer (filled circles) and upon addition of 1 M KCI (empty circles). Data were
fit globally as for the Csp viscosity dependence (Fig. 2), which resulted in values of the internal friction time of (6 £ 5) nsand (16 + 3) ns without and with salt,
respectively. (B) Viscosity dependence of the reconfiguration time of IN in 6 M GdmCI. The linear fit yields a value for the internal friction time of (=2 £ 6) ns,
indicating that internal friction is negligible at high GdmCI concentrations.
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Fig. S6. Root mean squared interdye distances and persistence lengths as a function of GdmCl concentration for the different Csp variants (CspC2C68, red
circles; CspC10C67 brown diamonds; CspC21C67, dark red triangles up; CspC22C67, pink triangles down; CspC36C69 violet hexagons). The good agreement of
the persistence lengths indicates a uniform collapse of the chain (4) and thus the dominance of nonspecific interactions in driving collapse and causing internal
friction.
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Fig. S7. Specific intrachain interactions result in spatio-temporal correlations within the polymer chain that are quite different from those observed experi-
mentally and in simulations of nonspecific collapse. Here, we illustrate this using a generalized Rouse-type model (16, 17), in which a pair of monomers within a
bead-and-spring chain model interact via an attractive potential. We use a chain with N = 41 beads, where the 4th and the 36th beads attract one another. We
have also considered other choices of the two monomers (data not shown), leading to similar conclusions. As the strength of the attractive potential increases,
more compact configurations are favored. Again, we characterize this compaction in terms of the compactness parameter ¢, equal to the ratio of the end-to-
end distance and the end-to-end distance in the limit of no attractive interaction. The effect of chain compaction on the reconfiguration times z;; is very
different from that observed in the experiments and in our simulations of chains without specific interactions (cf. Fig. S4). Specifically, more compact chains
exhibit a 7;; that decreases more precipitously with decreasing length of the chain segment |i-j| between the monomers, in contrast to the weakening of this
dependence observed experimentally at lower denaturant concentrations (Fig. 3) as well as predicted by the models that do not include monomer-specific
interactions.
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Fig. S8. Reconfiguration dynamics and internal friction of the bisected variant of CspC36C69 (see Tab. S1). Viscosity dependences of reconfiguration times, z,,
at 1.0 M (A), 2.0 M (B), and 6.0 M GdmCl (C), respectively. The data were fit globally as in Fig. 2 (solid lines). (D) Denaturant dependence of the radius of gyration,
Ry (E) Reconfiguration times z, of the bisected variant (red filled squares) compared with the values of internal friction times obtained from the viscosity
dependences (A-C) (empty squares, colors as in A-C), and with internal friction times of full length CspC2C68 (black line, from Fig. 4A). The good agreement of
friction times in the two variants indicates the importance of local interactions for internal friction.

Table S1. Amino acid sequences of the variants of Csp from Thermotoga maritima used in this work (mutations relative to wt in bold,
fluorophore labeling positions in bold underline)

1 10 20 30 40 50 60

Csp(wild type)
CspC67
CspC2C68
CspC10C67
CspC21C67

MRGKVKWFDS KKGYGFITKD EGGDVFVHWS ATIEMEGFKTL KEGQVVEFEI QEGKKGPQAA HVKVVE
MRGKVKFFDS KKGYGFITKD EGGDVFVHFS ATEMEGFKTL KEGQVVEFEI QEGKKGGQAA HVKVVEC
MCRGKVKFFD SKKGYGFITK DEGGDVFVHF SAIEMEGFKT LKEGQVVEFE IQEGKKGGQA AHVKVVEC
MRGKVKFFDC KKGYGFITKD EGGDVFVHFS ATEMEGFKTL KEGQVVEFEI QEGKKGGQAA HVKVVEC
MRGKVKFFDS KKGYGFITKD CGGDVFVHFS ATEMEGFKTL KEGQVVEFEI QEGKKGGQAA HVKVVEC
CspC22C67 MRGKVKFFDS KKGYGFITKD ECGDVFVHFS ATEMEGFKTL KEGQVVEFEI QEGKKGGQAA HVKVVEC
CspC36C69 MRGKVKFFDS KKGYGFITKD EGGDVFVHFS ATEGRCEGFK TLKEGQVVEF EIQEGKKGGQ AAHVKVVEC
CspC36C69 CEGFK TLKEGQVVEF EIQEGKKGGQ AAHVKVVEC
bisected

RN AS _ PNAS D)
Tr (ns)

Proline was removed to eliminate a kinetic component due to cis/trans isomerization (2, 3, 16); Trp residues were replaced by Phe to eliminate static
quenching of the internally labeled variants. The hexahistidine tag (blue) was removed by digest with HRV 3C protease. For CspC36C69 a Factor Xa protease
site was introduced (underline) to allow preparation of a bisected variant lacking the N-terminal tail
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