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A. Region of Interest Ideal Observer.Each grayscale face image in the
stimulus set can be represented as a 500 × 500 matrix, with each
element corresponding to a pixel whose value ranges from 0 (pure
black) to 255 (pure white). We extracted corresponding square
regions from each face of size 30 × 30 pixels, equivalent to a 1° × 1°
region of visual angle, given the experimental parameters en-
countered by the participants. We sampled all possible regions
(overlap was allowed), leading to 221,841 unique calculations (471
regions in each of the horizontal and vertical directions).
For a given region, the input to the ideal observer on each

independent Monte Carlo trial, g, is a combination of a randomly
sampled signal, s, and zero-mean white Gaussian noise, n, with
SD, σ:

g ¼ sþ n; [S1]

n ∼ N
�
0; σ2I

�
; [S2]

where 0 represents the zero vector and I is the identity matrix.
The ideal observer takes this noisy observation and computes
a posterior probability of each possible signal being present,
given the observed data, PðsijgÞ, where i is an integer ranging
from 1 to 10 representing each possible signal or identity. Bayes’
rule then states that the optimal decision is to select the maxi-
mum posterior probability. In this case, the probability of observ-
ing the data is the same for each possible signal and each signal is
equally likely to be sampled; thus, PðgÞ and PðsiÞ can be omitted,
leading to a rule in which the maximum likelihood, ℓi, is taken as
the decision:

PðsijgÞ ¼ PðsiÞPðgjsiÞ
PðgÞ ⇒ PðgjsiÞ ¼ ℓi; [S3]

decision ¼ arg max
i

ðℓiÞ: [S4]

From this point on, we will treat the signals and noisy ob-
servations as 1D vectors for ease of notation. Because the ad-
ditive noise is Gaussian-distributed and white, the likelihood
metric is computed as:

ℓi ¼ exp

 
2sTi g− sTi si

2σ2

!
; [S5]

where T represents the transpose operator.
The identification condition has one signal for each identity; thus,

the maximum likelihood is taken as an optimal decision rule. The
gender, emotion, and happy versus neutral conditions each have
signal uncertainty; that is, eachclass is representedbymultiple signals.
In thegendercase, the twoclassesaremaleandfemale,with40unique
face images in each class. The emotion condition contains seven
classes (afraid, angry, disgusted, happy, neutral, sad, and surprised),
with 20 unique images per class. The happy vs. neutral condition is
another two-class situation, with 40 unique images per class. The
possible signals, j, for each class, i, are now represented as si;j.
Likelihoods are calculated in the same way; however, the likelihoods
for each signal within a class are now summed to produce a new
decision variable, Li, the summed likelihood for class i (Eqs. S6–S8):

ℓi;j ¼ exp

 
2sTi;jg− sTi;jsi;j

2σ2

!
; [S6]

Li ¼
X
j

ℓi;j; [S7]

decision ¼ arg max
i

ðLiÞ: [S8]

This calculation was done for each region 1 million times, with
each trial sampling a new independent noise field. Performance
was measured in terms of proportion of correct ideal observer
decisions. The contrast of the signals was set such that the maxi-
mum performance across the regions equaled the maximum per-
formance of the foveated ideal observer (FIO; see next section).

B. Spatially Variant Contrast Sensitivity Function. The visual field is
not processed in a homogeneous manner. Due to photoreceptor
density, ganglioncell convergence, corticalmagnification, andahost
of other factors, resolution and sensitivity are greatest at thepoint of
fixation corresponding to the foveal region of the retina. The quality
of processing falls off continuously with eccentricity. Thus, where in
a visual scene one chooses to direct the eyes necessarily dictates the
type andquality of visual information that enters thevisual system. It
is this front-end constraint thatweaimed tomodel, thus allowing for
aquantitative descriptionof the locioffixations that lead tomaximal
task-relevant information acquisition.
The sensitivity and resolution of the visual system are commonly

formulated through the contrast sensitivity function (CSF). The
CSF is a quantitative description of how well the visual system can
process signals of varying spatial frequencies. In general, the CSF
is measured using simple single-frequency sinusoidal patterns or
Gabor patches in isolation.Most studies have looked at the CSF at
the fovea, with the form being well-described as a band-pass filter
with sensitivity peaking somewhere between three and six cycles
per degree of visual angle. Various analytical estimations of the
CSF have been proposed, each with similarly good agreement with
empirical observations (1); here, we choose a simple form as
represented by Eq. S9 (2):

CSFðf Þ ¼ c0f a0expð− b0f Þ; [S9]

where a0, b0, and c0 are constants chosen to normalize the max-
imum contrast sensitivity at 1 and to set the peak at four cycles
per degree of visual angle, and f is the spatial frequency in cycles
per degree of visual angle.
Fewer studies have looked at the effects of eccentricity on the

CSF. We chose an analytical form developed by Peli et al. (3) as
a starting point, using a simple decaying exponential factor as
a function of distance from fixation (Eq. S10):

CSFðf ; rÞ ¼ c0f a0expð− b0f − d0rn0 f Þ; [S10]

where r is the distance from fixation in degrees of visual angle, d0
is termed the eccentricity factor, and n0 is the steep roll-off factor.
Peli et al. (3) estimated values of d0 from their own data, along

with previous data sets, finding a range of between 0.03 and 0.06
with asymmetries in the direction from fixation (e.g., the common
finding that sensitivity falls off more gradually in the horizontal
than vertical direction). We found that using these previously
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reported values for the eccentricity factor proved to be a poor
predictor of fixation-dependent human performance in the face
recognition tasks, with the performance profile varying to a much
smaller extent than the behavioral observations. This is not sur-
prising, given the complexity of more natural images, such as faces,
compared with the basic grating stimuli used to measure CSFs in
the past. To compensate for this difference, we allowed four free
parameters, which were then used to fit the forced fixation per-
formance profile for the identification condition. The term d0ðθÞ
was allowed to have a different value in the horizontal, upward,
and downward directions from fixation. If θ is taken as the angle
from the right horizontal axis, we have dh ¼ d0ð0Þ ¼ d0ðπÞ,
du ¼ d0

�
π
2

�
, and dd ¼ d0

�
− π

2

�
. Eccentricity factors for intermediate

directions were determined through a linear interpolation. The
steep roll-off factor, n0, was left free as well.
To simulate the effect of foveation for a given fixation point, k,

the face image is passed through a set of spatially variant filters.
Each combination of eccentricity (r) and direction (θ) from fix-
ation is defined by its own CSF. Due to computational con-
straints, we spatially divided the image into small bins and
assigned a single unique CSF to each bin. For the simulations
presented here, we took 480 bins (30 eccentricities and 16 di-
rections) because finer resolution proved to have little impact on
the simulation results. For each bin, i, we multiplied on an ele-
ment-by-element basis the fast Fourier transform (FFT) of the
entire face image, s, by the bin’s rotationally symmetrical CSF,
CSFi, before transforming back to the spatial domain using the
inverse FFT (IFFT), resulting in a filtered image, si:

si ¼ IFFTðFFTðsÞ·CSFiÞ: [S11]

We then created a composite image, ~s, by extracting each bin’s
spatial region from si and placing it in the corresponding region
of the new image (Fig. 4B). The complete set of CSFs used for a
given fixation point is termed the spatially variant contrast sen-
sitivity function (SVCSF) in the main text.

C. FIO. The FIO uses a variation of the nonprewhitening with an
eye filter (NPWE) technique (2). The simulated foveation im-
poses spatial correlations on the additive white noise field. The
NPWE does not attempt to correct for this correlation; instead,
it applies the same filtering used for the input signal on the
possible templates. These filtered images, called matched tem-
plates, are then used to formulate response variables as follows.
We designate the filtering process at fixation point k as the

application of a linear operator, Ek, termed the eye filter and
described by SVCSFk, to the randomly sampled noisy face image.
Zero-mean white Gaussian internal noise is then added to the
filtered stimulus. Thus, the input signal, ~g, is composed of a fil-
tered combination of underlying signal, s0, and a Gaussian white
noise process, nex, along with an additive unfiltered internal noise
process, nin, such that ~g ¼ Ekðs0 þ nexÞ þ nin. The FIO takes the
dot product of this filtered input with the similarly filtered noise-
free templates to arrive at a set of responses, rk:

The FIO then computes the posterior probability of the hy-
pothesis that face f was shown, Hf , given the set of responses, rk,
and chooses the maximum:

decision ¼ arg max
f

�
P
�
Hf jrk

��
: [S13]

The prior probabilities of each face being shown are the same as
is the probability of observing the data, allowing us to reduce the
computation of the posterior to the computation of a simple like-
lihood:

P
�
Hf jrk

� ¼ P
�
Hf
�
P
�
rkjHf

�
PðrkÞ ⇒ P

�
rkjHf

� ¼ ℓf ;k: [S14]

To compute the likelihood, the distribution of rk must be
known. For ease of notation, we note that Ek is a linear operator;
thus, the responses can be rearranged to become the product of
single-filtered templates, _si, and double-filtered templates, €si:

ri;k ¼ ðEksiÞTðEkðs0 þ nexÞ þ ninÞ
¼ ðE2

ksiÞTðs0 þ nexÞ þ ðEksiÞTnin ¼ €s
T
i;ks0 þ €s

T
i;knex þ _sTi;knex:

[S15]

Using the fact that the external and internal noise terms, nex
and nin, are drawn from zero-mean distributions, the mean re-
sponse of template i when face f is present is:

μi;f ;k ¼ E
�
ri;f ;k

� ¼ E
h
€s
T
i;ksf þ €s

T
i;knex þ _sTi;knin

i
¼ E

h
€s
T
i;ksf
i
þ E

h
€s
T
i;knex

i
þ E

h
_sTi;knin

i
¼ €s

T
i;ksf ; [S16]

where E½•� is the expected value operator. This leads to the
mean vector when face f is present being μf ;k ¼
fμ1;f ;k; . . . ; μm;f ;kg. The covariance of the response distribution
is such that the covariance between the ith and jth responses
when face f is present is given by:

P
i;j;k ¼ cov

�
ri;k; rj;k

� ¼ E
h�
ri;k −E

�
ri;k
���

rj;k −E
�
rj;k
��i

¼ E
��

€sTi;ksf þ €sTi;knex þ _sTi;knin −€sTi;ksf
�

3
�
€sTj;ksf þ €sTj;knex þ _sTj;knin −€sTj;ksf

�	

¼ €sTi;k€sj;kE
h
nT
exnex

i
þ
�
€sTi;k _sj;k þ _sTi;k€sj;k

�
E
h
nT
exnin

i
þ_sTi;k _sj;kE

h
nT
innin

i
: [S17]

We now use two properties of random variables. First, for any
random variable X, VarðXÞ ¼ E½X2�− ðE½X �Þ2. Second, for any
two independent random variables, X and Y , E½XY � ¼ E½X �E½Y �.
Using these two properties, Eq. S17 simplifies as:

€s
T
i;k€sj;kE

h
nT
exnex

i
¼ €s

T
i;k€sj;k

�
VarðnexÞ þ ðE½nex�Þ2

�
¼ σ2ex€s

T
i;k€sj;k;

[S18]

rk ¼


r1;k; . . . ; rm;k

� ¼
n
ðEks1ÞTðEkðs0 þ nexÞ þ ninÞ; . . . ; ðEksmÞTðEkðs0 þ nexÞ þ ninÞ

o
¼ fEks1; . . . ;EksmgTðEkðs0 þ nexÞ þ ninÞ:

[S12]
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�
€s
T
i;k _sj;k þ _sTi;k€sj;k



E
h
nT
exnin

i
¼
�
€s
T
i;k _sj;k þ _sTi;k€sj;k



E½nex�E½nin� ¼ 0;

[S19]

_sTi;k _sj;kE
h
nT
innin

i
¼ _sTi;k _sj;k

�
VarðninÞ þ ðE½nin�Þ2

�
¼ σ2in _s

T
i;k _sj;k;

[S20]

⇒
X
i;j;k

¼ σ2ex€s
T
i;k€sj;k þ σ2in _s

T
i;k _sj;k: [S21]

The response covariance matrix does not depend on which
face is shown and will be designated as

P
k.

On any given trial, when face f is present, the response vector
is a random sample from a multivariate normal distribution,
rk ∼MVNðμf ;k;

P
kÞ. The likelihood of observing the response

vector, given the hypothesis that face f is shown, is:

ℓf ;k ¼ exp

 
−
1
2
�
rk −μf ;k

�TX−1
k

�
rk −μf ;k

�!
: [S22]

Performance in terms of proportion correct is given by the
probability that the likelihood for the presence of the true face is
greater than the likelihoods for each other face. Each possible
face then has its own predicted performance:

PCf ;k ¼ Pr
�
ℓf ;k > ℓf ′;k; ∀f ′ ≠ f

�
: [S23]

The overall performance is the weighted sum of each face’s
predicted performance:

PCk ¼
Xm
f¼1

πf PCf ;k: [S24]

The term πf is the probability of face f being present (the
prior) and normalizes the overall performance. In the identifi-
cation condition, πf ¼ 1

10 for each face.
We fit the five free SVCSF parameters (dh, du, dd, n0, and σin) by

matching the overall group performance from the forced fixation
condition at each of the four fixation locations. We then used these
parameters to simulate 100,000 trials for each possible fixation
point in the stimulus, leading to a 2D predicted performance map.
The emotion, gender, and happy vs. neutral tasks were simulated
using the same eccentricity factor values from the identification
fit while allowing contrast to vary so as to match the overall group
performance at the eye fixation in the forced fixation condition.

D. White Noise vs. Contrast Degradation.TheFIOuses internal noise
to degrade performance to comparative levels as humans. Al-
though this is arguably the most common method in the literature
(4–8), we also wanted to test the robustness of our model to al-
ternative performance degradation techniques, namely, modifying
signal contrast. We thus implemented models that were subject to
either a decrease in the signal contrast (c0) without the inclusion of
internal noise or to both decreased contrast and internal noise
addition. For either of these cases, the derivations remain the
same as above, except there is now a possible sixth fitting param-
eter, c0. The results show modest changes in the profile shape but
no change in the predicted peak performance location (Fig. S3A).

E. Spatial Uncertainty. There is well-documented uncertainty in the
human visual system regarding the estimated spatial position of
visual signals (9–11). This leads to the interesting question of how

this might affect optimal fixation strategies. We ran our model on
the 1-of-10 identification condition while adding spatial uncertainty
to the stimuli. To achieve this, we created variants of each template
by shifting the images up, down, left, and right by a small distance
(0.25° of visual angle). The ideal observer now sums likelihoods
for each variant, arriving at summed likelihoods for each identity.
The maximum summed likelihood was then used as the decision
rule (analogous to summing within class likelihoods for the emo-
tion, gender, and happy/neutral tasks). The results show that overall
performance is degraded somewhat but that the prediction of the
maximum performing fixation location is unaltered (Fig. S3B).

F. White Noise Ideal Observer with Foveation. The FIO makes
decisions in an optimal manner, given the joint distribution of
template responses. However, the most common ideal observer
model in the literature is the traditional white noise ideal observer
(WNIO) (2, 12, 13). The WNIO assumes the image noise is
additive zero-mean Gaussian and white with variance σ2 ¼
σ2ex þ σ2in, whereas the underlying face image, ~sf ;k, is filtered by
the SVCSF. The likelihood calculation is then:

~ℓf ;k ¼ exp

 
−
�
g−~sf ;k

�T�
g−~sf ;k

�
2σ2

!
¼ exp

0
@− gTgþ 2~sTf ;kg−~sTf ;k~sf ;k

2σ2

1
A

⇒ exp

 
2rf ;k − ~Ef ;k

2σ2

!
; [S25]

where rf ;k is the matched template response of face image f with
foveation at k to the noisy data and ~Ef ;k is the energy of face f
with foveation k. With signal uncertainty, the WNIO sums
within-class likelihoods.
This model is suboptimal for the current task due to the spatial

correlation of the additive noise. However, as seen in Fig. S3C,
the performance of the WNIO is only slightly lower than that of
the FIO for the identification task, while maintaining a similar
spatial profile. The deviations from optimality grow with in-
creasing signal uncertainty, yet the spatial profile and predicted
point of maximum performance remain steady.

G. Task-Specific Modifications. The derivations were for the iden-
tification case in which each decision category, f , was represented
by a single image; thus, the decision rule was to choose the
maximum likelihood. The other tasks each have signal un-
certainty, wherein each decision category can be represented by
one of many images. The following sections describe the changes
to the FIO algorithm necessary to account for this uncertainty.
The emotion task stimulus set consisted of 140 face images

evenly divided into seven categories: afraid, angry, disgusted,
happy, neutral, sad, and surprised. The FIO calculates likelihoods
for each possible image, se;f , in the same manner as in Eq. S19.
The term e is an integer from 1 to 7 specifying the emotion. Now,
the FIO’s task is to choose the most likely emotional state, given
the observed set of responses. Because each emotional state can
be represented by any of 20 face images, the FIO must sum the
likelihoods for each image within each emotion category to ar-
rive at a summed likelihood, Le;k, and then choose the maximum:

ℓe;f ;k ¼ exp

 
−
1
2
�
rk −μe;f ;k

�TX−1
k

�
rk −μe;f ;k

�!
; [S26]

Le;k ¼
Xm
f¼1

ℓe;f ;k; [S27]
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decision ¼ arg max
e

�
Le;k
�
: [S28]

The gender task used 80 face images evenly divided into two
categories: male and female. The FIO computation is the same as
for the emotion discrimination, where the likelihoods for each
individual face within a category, ℓg;f ;k, are summed and the max-
imum category summed likelihood, Lg;k, is taken as the decision.
The happy vs. neutral task used 160 faces evenly divided into

two categories: happy and neutral expressions. The FIO com-
putations and decision mechanism are the same as with the
gender discrimination task.
The FIO results for the happy vs. neutral task did not fit the

human forced fixation data nearly as well as the other three tasks

(although the saccade prediction was just as consistent; Fig. 7 A
and C). We speculate that this is a consequence of the task’s
relative lack of prevalence in day-to-day social interactions.
Identifying individuals, determining gender, and recognizing
a general emotional state are all ubiquitous tasks that humans
monitor and accomplish continuously and automatically. How-
ever, noting whether somebody is in a single emotional state (e.
g., happiness) would seem to be a more situation-specific task
that may recruit different mechanisms and perceptual strategies.
Whereas the other three common tasks can be accomplished
optimally or near optimally using a single foveation strategy of
fixating near the eyes, differentiating a happy vs. neutral ex-
pression requires a significant shift in strategy. This difference in
familiarity with the task using drastically different foveation
strategies could lead to the observed functional effects.
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Fig. S1. Effects of feedback. (A) Mean saccade landing position is shown for each of the 20 observers in the identification condition. Means were taken across
a sliding window of 50 trials, with blue indicating the initial trials and bright red indicating the later trials (500 trials in total). Eye movements generally remain
stable across the testing session, indicating a lack of sensitivity to feedback. (B) Comparison of eye movement results between feedback conditions. Different
colors represent individual observers, with white representing the group average. Observers used the same strategy regardless of whether feedback was
provided (circles) or not (squares).
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Fig. S2. Comparison of FIO model predictions across databases. Results for the 10 faces used in the human study are shown in red. The solid black line
represents predictions for our entire 150 face in-house database, whereas the solid blue line is the prediction for the 850 faces gathered from the Internet.
Shaded regions are the SEs for each database (gray for the in-house set and light blue for the Internet set). Dashed lines indicate the location of each da-
tabase’s predicted maximum performance.
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Fig. S3. FIO model predictions for different forms of performance degradation. A model that attenuates signal strength solely through lowering global
contrast is shown in black. A model that leaves contrast unaltered from the human experiment but adds white Gaussian internal noise is shown in red. A hybrid
model, which attenuates signal contrast and adds internal noise, is shown in blue. The overall shape of the performance profile varies moderately with choice
of decreasing contrast vs. internal noise, yet the prediction for the maximum performing fixation location remains largely unaltered.
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Fig. S4. Foveated WNIO results are shown in black. In general, this suboptimal model yields similar predictions but with slightly lower performance at the
same internal noise levels as the FIO (red). This difference becomes more pronounced as signal uncertainty increases. As in the main text, human saccade
distributions are shown in blue, whereas human performance in the forced fixation condition is represented, with the SEM, by black dots.
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Fig. S5. Model that incorporates spatial uncertainty (solid black line) alters the shape of the performance profile slightly while leaving the predicted max-
imum fixation point (dashed lines) unchanged compared with a model with no uncertainty (solid red line).

Fig. S6. (Left) Mean saccade landing points are shown, averaged across observers, for the identification task as a function of which of the 10 faces was
displayed (shown by different shades of red). The dense overlap shows that humans used a single foveation strategy. (Right) Maximum performance points
according to the FIO are shown, again as a function of the actual face that was displayed. Here, we see a slight differentiation, yet the grouping remains
strong. Thus, even if good-quality information was available before saccade from the far periphery, the fixation strategy would remain stable.
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Fig. S7. Ratings of the emotional faces used in the study taken from our in-house database. Average ratings (on a 1–7 scale) are shown for the top 10 rated
faces in each gender group (dark blue) and the faces from the database that were deemed unsuitable for experimental use (light blue). The corresponding
proportion correct for the same face groups (defined as being rated a 4 or above, on average) are shown in dark and light green.

Peterson and Eckstein www.pnas.org/cgi/content/short/1214269109 6 of 7

www.pnas.org/cgi/content/short/1214269109


Table S1. Results of t tests for how well the FIO predicts human
fixations compared with the other models for each task

Task ROI Visible face Frame Head

Identification 5.32 5.20 2.78 1.58
df = 19 2.0e-5 2.5e-5 0.006 0.065

Emotion 6.20 2.39 −0.65 2.89
df = 19 3.0e-6 0.014 0.739 0.005

Gender 8.44 4.81 2.04 2.14
df = 19 3.8e-8 6.1e-5 0.028 0.023

Happy/neutral 10.39 0.40 1.68 7.94
df = 19 1.4e-9 0.348 0.055 9.3e-8

All tasks 13.00 6.34 3.50 6.43
df = 79 1.3e-21 6.6e-9 3.9e-4 4.4e-9

The upper number for each task is the t statistic, and the lower number is
the P value. The t statistics in bold are significant at the 0.05 level, false
discovery rate-corrected. ROI, region of interest.
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