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SUPPLEMENTARY MATERIAL 1: DESCRIPTION OF MAJOR SELECTED FEATURES 
	
  
The features we considered belong to several broad categories. These include various frequency-based properties of the TIS surrounding 
sequences or, more generally successive k-mers of nucleotides, scores generated by position weight matrices (PWMs), etc. Another class of 
features was derived from statistics related to codon biases. In addition, information gain was also considered as a feature of the surround-
ing sequences. Finally, a number of motifs in ATG-surrounding regions were identified by Dragon Motif Finder (Huang et al. 2005, 
Marchand et al., 2011), a tool that identifies families of similar short motifs present in the DNA that can be used to enhance the classifica-
tion process. Out of several hundred features considered, a total of 47 were selected that resulted in the best model performance that was 
measured in terms of accuracy, defined as Acc=(TP+TN)/(TP+TN+FP+FN), where TP, TN, FP and FN are the numbers of true positive 
predictions, true negative predictions, false positive predictions and false negative predictions, respectively. The complete list is presented 
in Supplementary Material 2 accessible at http://cbrc.kaust.edu.sa/dts/code/FeatureList.tar.gz. Below we describe in some detail several of 
the more prominent among them.  
 
K-mer Frequencies: these represent frequencies of nucleotides and dinucleotides in sequences, separately reported for upstream and down-
stream regions from the ATG signal. This process generates 40 features.  
 
We introduce two features referred to as Pscore and Nscore, that are calculated as follows: using frequencies of 16 dinucleotide combina-
tions of A, C, T and G we create two PWMs (one from positive and one from negative samples), thus generating two features per sample. 
The values for Pscore and Nscore are calculated as follows:  
 
Let S(cj) be a sequence of length L, and P (pij) is a PWM of L-1 columns and 16 rows (r1, r2, r3,…, r16). The Nscore (from negative data) 
and Pscore (from positive data) is calculated as follows: 
 

 
 
where Pbi stands for the background probability from a uniform distribution. 
 
Kozak’s Feature: we utilized the Kozak’s consensus sequence that was proposed in (Kozak, 1987). This feature is built on the observation 
that around the TIS it is highly probable to find an A or G in position -3 and a G in position +4.  We check if our sample sequence con-
forms to GCC[A/G]CCatgG regular expression and if so we assign this binary feature a value of one. Otherwise, we assign to it the value 
of zero. This feature, whilst useful, is not sufficiently discriminative on its own for the accurate prediction of TIS (Ma et al., 2006). The 
analysis on our own data, summarized in Supplementary Figure 1 and Supplementary Figure 2, confirms this finding. In addition to this 
binary Kozak-derived feature, we also use the score based on the Kozak’s consensus sequence that represents the number of positions that 
coincide with the Kozak’s consensus sequence. For example, if the example sequence were GCCTCAatgG, the consensus score would be 
5, as those nucleotides that are underlined are not expected at their position according to the Kozak’s rule.  
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ATG frequencies: we consider the following three features derived from ATG frequencies:  
(1) Number of ATG “in-frame” triplets of non-overlapping nucleotides upstream (the in-frame triplets can appear only downstream of the 
ATG signal, but we artificially designated the upstream equivalents as being “in-frame”): the number of occurrences of ATG triplets at 
positions that are “in-frame” aligned. With reference to ATG starting position as 1, these would be occurrences of ATG triplets at positions 
-3, -6, etc. towards 5’ end of the sequence counting the A in ATG as position zero. 
(2) Number of ATG “out-of-frame” nucleotide triplets upstream (see explanations above for the “in-frame” upstream designation): the 
number of occurrences of ATG triplets at positions other than those defined above as upstream “in-frame”. 
(3) Total number of ATG nucleotide triplets in the sample sequence. 
 
G-quadruplets frequencies: inspired by the work done by Leong and Li (Li and Leong, 2005) in which they state that there is an elevation 
of G in the downstream section, our analysis shows that it is highly probable to have G-quadruplets in downstream for positive TIS se-
quences. This process generates two features with the number of downstream G-quadruplets in-frame and out-frame aligned to the ATG 
segment.  
 
Putative coding sequence: this is a binary feature that indicates whether the sequence contains an in frame stop codon (TAG, TAA or 
TGA). The idea behind this feature is that since most proteins are longer than 50 amino acids it is less likely that a positive sample would 
contain a stop codon in frame downstream of ATG. By the same reasoning, there is higher probability to find one of the stop codons in 
negative samples. 
 
Information Gain: graphs representing frequencies of nucleotides at specific locations in our 300 nucleotide-long positive and negative 
sequences are presented in Supplementary Fig. 1 and Supplementary Fig. 2, respectively. The shape of these graphs suggests a generally 
higher level of entropy for negative sequences compared to the positive ones. In order to utilize this observation, for a given position P in 
the training sequence we calculate the entropy for a nucleotide N as: 
E(P,N) = - p/(p+n) log2(p/(p+n)) - n/(n+p)log2(n/(n+p)) 
where p represents the number of occurrences of nucleotide N at position P in positive sequences and n represents the number occurrences 
of the same nucleotide at the position P in negatives sequences. We also introduce another entropy measure at position P that adjusts for the 
proportion of positive and negative samples in the training set in the following way: 
E(P) = - p/(p+n) log2(p/(p+n)) - n/(n+p)log2(n/(n+p)), 
where p and n this time mean the number of positive and  negative samples in the training set, respectively. In our case, as we use positive 
and negative datasets of equal size, the value of E(P) is typically 1.  
We use information gain for a position P is defined in (Russel and Norvig, 2008): 
Gain(P) = E(P) – E(A,P) – E(C,P) – E(G,P) – E(T,P). 
The sum of information gains for the entire sequence (maximum information gain) is then utilized as an input (feature) into the ANN. 
 
C and G versus A and T frequencies: this feature arises from an observation that the frequency of nucleotides C and G is greater than that of 
A and T in the upstream part of the positive samples. In (Ma et al., 2006) a similar feature is proposed. In our study we compare C and G 
frequencies to A and T frequencies in the twenty positions that have the highest information gain resulting in four features, namely fre-
quencies of A, C, G and T.   Specifically excluded from this feature are those positions with the highest information gain as they are al-
ready contained in the Kozak feature. 
 
In-frame nucleotides score: loosely inspired by the position-specific k-gram approach that was used in (Liu and Wong, 2003). We first 
determine “in frame” triplets (as described previously) and within each of these triplets we note the numbers of As, Cs, Ts and Gs that are 
located in each of the three positions within triplets. We then sum up for each nucleotide the cumulative number of it occurrences in posi-
tions 1, 2 and 3 within triplets. These sums are then taken as feature values. Since there are four nucleotides and three positions, there are 
12 feature values arising in this way. Since we count separately those in frame downstream and those “in frame” upstream (as described 
above), the total number of features obtained in this way are 24. As an example, if we consider the sequence ATGattgcc we would identify 
2 in frame (as it is downstream) triplets (att and gcc) and then count the number of occurrences of each of the nucleotides: for position 1, 
we have one ‘a’, one ‘g’ and zero ‘c’ and ‘t’. For the second position, we have one ‘t’, one ‘c’ and zero ‘a’ and ‘g’. For the third position, 
we have one ‘c’, one ‘t’ and zero “a’ and ‘g’. Therefore, the feature values would be, referenced to sequence acgt the following: 
1,0,1,0,0,1,0,1,0,1,0,1. 
 
Motifs present: using Dragon Motif Finder tool (Huang et al. 2005, Marchand et al., 2011) (http://apps.sanbi.ac.za/dmb), we identified a 
number of motif families of various lengths that are present in the upstream, central, and downstream regions surrounding the candidate 
TIS motif in positive samples using negative data as a background, as described in (Huang et al. 2005). These regions are defined as fol-
lows: the upstream region contains 150 nucleotides between the 5’ end of the sequence and ATG triplet, the downstream region contains 
147 nucleotides between ATG triplet and the 3’ end of the sequence and the central region contains nucleotides 50 upstream before ATG 
motif and 50 downstream after ATG motif. Presence of sequences of these motif families is then used as a feature for Arabidopsis thaliana. 
model. We considered 20 motifs for upstream, central and downstream regions independently, generating a total of 60 features. 
 

http://cbrc.kaust.edu.sa/dts/data/Supplementary_1_Figure_1.jpg
http://cbrc.kaust.edu.sa/dts/data/Supplementary_1_Figure_2.jpg
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In this work, each of our features is independently normalized on the training data to values in the range [-1, 1] in order to improve the 
performance of ANN training (Han and Kamber, 2006).  As a result our feature selection process selected 47 features for A.t. model. 

SUPPLEMENTARY MATERIAL 1: FEATURE SELECTION PROCESS 
	
  
The feature selection process is aimed at determining an optimal set of features out of all candidate model features in order to derive mod-
els with smaller number of parameters that should be more robust and less prone to overtraining. The staring point in our feature selection 
process is the definition of a predetermined set of features. This set is fixed in the sense that it always forms a part of the selected features 
set all iterations. The features in this set were determined on the basis of the highest gain ratio reported by gain ratio attribute evaluator in 
Weka tool (Hall et al., 2009) and those selected are: Pscore, Nscore, Kozak’s feature, ATG frequency, putative coding sequence, frequency 
of “t” nucleotide in downstream in frame codons in position 3, “ag” and “cc” dinucleotide frequency in the upstream segment and “dw” 
dinucleotide frequency in downstream segment (altogether 10 feature). 
The core step in our feature selection process is the application of genetic algorithm (GA) in search of an optimal features combination. 
Briefly, the process stipulates that all candidate features are numbered and assigned a value of 0 (not selected as a member of a feature set) 
or 1 (selected). In this way we form a “chromosome” in the GA terms. We use a single point crossover together with mutation where each 
bit in a chromosome is subjected to 15 percent chance of having its value altered. Finally, we define evaluation function as the accuracy of 
model based on a 3-fold cross-validation on the training data. 
The process works as follows. Within each GA iteration, the training set (12,802 positive and 12,802 negative samples) is divided into the 
validation set (1,920 positive and 1,920 negative samples) and the remaining 10,882 positive and 10,882 negative samples are used to form 
the three folds of the 3-fold cross validation. An ANN model (using the features indicated by the content of the chromosome of the current 
iteration) is trained using positive and negative data in two of the folds. Early stopping with validation, utilising the validation set, is de-
ployed to determine the stopping point of training as well as to prevent model over-training. The model is then tested on the data in the 
remaining fold and its accuracy recorded. The average accuracy of the 3-fold cross validation is then used as the fitness function of the GA. 
This process is repeated until the predefined number of GA iterations (we used 150) is reached.   
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