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Appendix S2: Pseudo-likelihood method and simulation study 

 

Pseudo-likelihood method 

Fitting a combination of VAR (for modeling the intra-individual change) and multilevel 

modeling (for modeling inter-individual differences) comes with certain difficulties. 

Therefore, we apply a model fitting procedure that is similar to estimating a traditional (i.e., 

non-multilevel) VAR by fitting a series of multiple regression models [1]. In our case, we fit a 

series of multilevel models, one for each item. Such an approach can be considered a specific 

case of the pseudo-likelihood method [2,3] in which not the likelihood itself is optimized to 

estimate the model’s parameters, but rather an easier-to-calculate proxy to the likelihood (i.e., 

the pseudo-likelihood), which is constructed by considering a set of conditional and/or 

marginal densities. Our approach can be illustrated with a simple example (see also [2]): If 

one wants to estimate the parameters of a bivariate normal distribution (two means, two 

variances and a correlation) then one can estimate four out of five parameters (means and 

variances) by relying on the univariate marginals. 

In this study, estimating the model’s parameters is deferred to estimating the 

parameters from the marginal distributions of the six variables. As a result, the covariance 

matrix for random effects will not be estimated in a single step and not all of the covariance 

parameters will be estimated directly. Only eight-by-eight block matrices on the main 

diagonal from this general matrix pertaining to the same univariate multilevel analysis (i.e., 

cov(𝑏!"# , 𝑏!"#!)) are estimated (there are six such block matrices). The remaining covariances 

in the 48-by-48 matrix (related to covariances between random effects of different univariate 

models, i.e. cov(𝑏!"# , 𝑏!!!"!)) can be estimated in a subsequent step from the covariances 

between the predicted random effects. The error correlations, signifying the common 

disturbances to different variables, and the correlations between random effects of the 

different regression equations are not estimated in our approach. However, these parameters 

can be estimated in a second step by calculating the correlations between the level 1-residuals 

and level 2-residuals of the different univariate models. Relying on such an approach will 

probably lead to a small loss of efficiency compared to direct estimation. 

We show by means of the simulations study, described in the next section, that using 

our approach, the point estimates of most directly and indirectly estimated parameters are on 

average close to the true values.  
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Simulation study 

Goal 

In order to investigate the performance of the multilevel-VAR model in recovering the 

network structure for the type of data used in this paper, we performed a simulation study. To 

optimize validity of the simulation study, we simulated data based on the parameter estimates 

obtained from the empirical study and fitted the data with the procedure outlined above and in 

the main text of this article. Specifically, we took the estimates based on the results of the 

items cheerful and worry.  

As indicated above, we did not fit the multilevel-VAR model by fitting the 

multivariate model at once, but instead by fitting a series of univariate multilevel models. In 

these models, several of the parameters can be estimated directly (i.e., all fixed effects and 

random regression coefficients, variances and covariance of random effects parameters within 

one model), but some of the parameters could only indirectly be estimated (i.e., the 

covariances between errors and the covariances between random effects that are in different 

univariate models). Through this simulation study, we aimed to show that a pseudo-likelihood 

fitting of the multilevel-VAR model yields a reasonable approximation of all parameters. 

 

 

Data simulation model 

A multilevel-VAR model with random intercept and slopes was used for the simulation. For 

reasons of computational tractability, we have reduced, without loss of generalizability, the 

original six-variable multilevel-VAR model to a bivariate model. The model equations are 

(for 𝑗 = 1,2; cheerful and worry respectively): 

 

𝑌!"#$ = 𝛾!!"# + 𝛾!!"# ∙ 𝑌!,!,!!!,! + 𝛾!!"# ∙ 𝑌!,!,!!!,! + 𝜀!"#$ ,            (A1) 

 

where 𝑌!"#$ represents the measurement for person p (𝑝 = 1,… 129) at day d 𝑑 = 1,… ,6  

and time t of the 𝑗-th variable. In addition, it is assumed that the regression coefficients can be 

decomposed as follows (for 𝑗 = 1,2), were 𝛽!"  represents the common effect of lagged 

variable k (for k=0, this is the intercept) on the dependent variable j, and 𝑏!"# is the person-

specific deviation of this general effect: 

 

                                         𝛾!!"# = 𝛽!! + 𝑏!!" ,    (A2) 
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                                          𝛾!"#$ = 𝛽!" + 𝑏!"# .     (A3) 

 

The intercepts (i.e., 𝛽!!  and 𝛽!!) are set to 2.87 and 2.04, respectively. The other fixed effects 

parameters were fixed to 𝛽!! = 0.28,𝛽!" = −0.035,𝛽!" = −0.048 and 𝛽!! = 0.26,  where, 

for example, 𝛽!", stands for the effect of worry on cheerful. The two error terms (𝜀!"!, 𝜀!"!) 

follow a bivariate normal distribution with mean vector zero, variances of 𝜎!!
! = 1.3 and 

𝜎!!
! = 1.56 respectively and a correlation of 0.4. The two random intercept components 

(𝑏!!!, 𝑏!!!) come from a bivariate normal population distribution with zero mean vector, 

variances 1.2 and 1.1 respectively and a correlation of 0.4. The four component vectors of 

random regression weights (𝑏!!!, 𝑏!!!, 𝑏!!!, 𝑏!!!  ) are multivariate normally distributed with 

zero mean vector, variances (0.0169, 0.00810, 0.000784, 0.0256) and correlation of 0.4 

among all pairs of components. Note that the random intercepts and random regression 

weights are independent. 

 

Design of the simulation study 

In our simulation study, we manipulated the number of time points as follows: T=20, 60, or 

500. The number of participants was N=20, 129, or 500. We did not cross the factors, but 

instead, we started from the settings of the empirical example (i.e., N=129 and T=60) and then 

manipulated either the number of time points or the number of participants separately. In 

every condition, the number of simulated data sets (i.e., replications) was 500. 

 

Results of the simulation study 

In all figures, the left plot indicates the three different settings for the sample size and the 

right plot the three different setting of the number of time-points. All the fixed effects 

regression coefficients (i.e., the 𝛽’s referring to intercepts and regression weights) were 

estimated very accurately with all different settings (Figure A1 and A2). The variance of the 

errors and the variance of all person specific regression weights (i.e., the b’s) including the  

intercept, are shown in figures A3-A5. From these plots, it can be seen that true point 

estimations of these parameters are accurate, often with less subjects or time points than used 

in the empirical study.  

Figures A6 and A7 shows how accurately the correlations between parameters of the 

models were estimated in an indirect way. This was done for the error correlation between the 

models (i.e., the correlation between: 𝜀pdt1 and 𝜀pdt2), the random effects within one model 
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(i.e., the correlation between:b1p1 and b2p1), and the random effects between the two models 

(i.e., the correlation between:b0p1 and b0p2; b1p1 and b1p2; b1p1 and b2p2; b2p1 and b1p2; b2p1 and 

b2p2). Figure A6 shows that although in the first model the correlation between the two 

random effects of the betas could be estimated quite accurately with 60 time points and 129 

subjects, in the second model the correlation between the random effects was estimated less 

accurately with 60 time points and 129 subjects than with more time points or subjects. There 

was also an estimation bias when the correlation of random effects (b’s) between the models 

was estimated (Figure A7). However, the correlation of the error variances and random 

intercepts was estimated highly accurately, also between the two models (Figure A6). Thus, 

the random effects, except the random intercepts, were more difficult to estimate accurately 

and more subjects or time points are needed in that case. However, the model accurately 

estimated all the parameters that are of immediate relevance for this study.  
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Figure A1. The recovery of the four average beta weights (𝛽!!,𝛽!",𝛽!",𝛽!!) for a varying 

number of participants (right panel, with T=60) and a varying number of time points (left 

panel, with N=129). The black line indicates the true value, and the red cross indicates the 

average estimate (from 500 replications). The grey dots are the 500 individual estimates 

(jittered along the x-axis for visual understanding). The middle condition is always the setting 

corresponding to the empirical example, with 60 time points and 129 participants. 
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Figure A2. The recovery of the two average intercept coefficients (𝛽!",𝛽!") for a varying 

number of participants (right panel, with T=60) and a varying number of time points (left 

panel, with N=129). The black line indicates the true value, and the red cross indicates the 

average estimate (from 500 replications). The grey dots are the 500 individual estimates 

(jittered along the x-axis for visual understanding). The middle condition is always the setting 

corresponding to the empirical example, with 60 time points and 129 participants. 
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Figure A3. The recovery of the four variances of the person specific regression weights 

(𝑏!!, 𝑏!", 𝑏!", 𝑏!! see equation A3) for a varying number of participants (right panel, with 

T=60) and a varying number of time points (left panel, with N=129). The black line indicates 

the true value, and the red cross indicates the average estimate (from 500 replications). The 

grey dots are the 500 individual estimates (jittered along the x-axis for visual understanding). 

The middle condition is always the setting corresponding to the empirical example, with 60 

time points and 129 participants. 
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Figure A4. The recovery of the two variances of the person specific intercepts (𝑏!", 𝑏!";  see 

equation A2) for a varying number of participants (right panel, with T=60) and a varying 

number of time points (left panel, with N=129). The black line indicates the true value, and 

the red cross indicates the average estimate (from 500 replications). The grey dots are the 

500 individual estimates (jittered along the x-axis for visual understanding). The middle 

condition is always the setting corresponding to the empirical example, with 60 time points 

and 129 participants. 
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Figure A5. The recovery of the variances of the two error terms (𝜀1 and 𝜀2) for a varying 

number of participants (right panel, with T=60) and a varying number of time points (left 

panel, with N=129). The black line indicates the true value, and the red cross indicates the 

average estimate (from 500 replications). The grey dots are the 500 individual estimates 

(jittered along the x-axis for visual understanding). The middle condition is always the setting 

corresponding to the empirical example, with 60 time points and 129 participants. 
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Figure A6. The recovery of the error correlations, the random intercept correlations and the 

correlations of the random effects within model 1 and 2, respectively. The simulation was 

done for a varying number of participants (right panel, with T=60) and a varying number of 

time points (left panel, with N=129). The black line indicates the true value, and the red cross 

indicates the average estimate (from 500 replications). The grey dots are the 500 individual 

estimates (jittered along the x-axis for visual understanding). The middle condition is always 

the setting corresponding to the empirical example, with 60 time points and 129 participants. 
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Figure A7. The recovery of correlations of random effects between the models of cheerful and 

worry. The simulation is done for a varying number of participants (right panel, with T=60) 

and a varying number of time points (left panel, with N=129). The black line indicates the 

true value, and the red cross indicates the average estimate (from 500 replications). The grey 

dots are the 500 individual estimates (jittered along the x-axis for visual understanding). The 

middle condition is always the setting corresponding to the empirical example, with 60 time 

points and 129 participants. 
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