L T

/

1\

=y

Supporting Information

Messer and Petrov 10.1073/pnas.1220835110

SI Text

MK Estimation of the Rate of Adaptation from Levels of Diversity and
Divergence. Consider a panmictic diploid population of constant
size N in a Wright-Fisher model. The expected substitution rate
at a neutral site is dy =2Npumy, where y is the mutation rate per
generation and 7y is the fixation probability of a neutral muta-
tion (although 7y =1/2N, the notation of =, will be instructive).
The rate of adaptive substitutions at a functional site, where new
mutations may have arbitrary selection coefficients s, can be
written as the difference between the overall substitution rate,
minus the rate of nonadaptive substitutions:

d,=d—2Nuz=d—dy"- [s1]
o

Here, 7 specifies the average fixation probability of a nonadaptive
(s <0) mutation at the functional site. The fraction of adaptive
substitutions is therefore
dy @
=d;/d=1-——. S2
a + / d 7o [S2]

In practical applications, the ratio dy/d can be inferred from
sequence alignments in neutral and functional regions. Estimat-
ing the ratio 7/x, however, is typically not straightforward. One
commonly used approach is to assume that most mutations in
functional regions are either neutral or highly deleterious and
thus restricted to very low population frequencies, whereas ben-
eficial mutations are assumed to be rare and fix quickly (1). The
polymorphism in the functional regions observed in a population
sample should then primarily reflect the neutral proportion of
the mutation spectrum. Under this assumption, the ratio 7/m
can be approximated by the ratio p/py between the levels of
polymorphism per site in the test and the neutral reference re-
gion, yielding

axl——"—. [S3]

A known problem of this approach is slightly deleterious muta-
tions. These mutations are still unlikely to become fixed in the
population. They could, however, contribute noticeably to p,
thereby biasing estimates of @« downward. To minimize this prob-
lem, it has been proposed to exclude polymorphisms that are
below a certain cutoff frequency (2, 3); the higher this cutoff,
the lower the proportion of slightly deleterious polymorphisms in
the sample. More sophisticated extensions of the McDonald—
Kreitman (MK) test attempt to infer the actual distribution of
fitness effects (DFE) of new mutations at functional sites from
the site frequency spectrum (SFS) of polymorphisms at those
sites, and then correct the estimates of a accordingly.

Linkage Effects on Levels of Neutral Polymorphism. It is well known
that genetic draft and background selection reduce the levels of
polymorphism at linked neutral sites (4, 5) and analytical for-
mulas have been derived to estimate the predicted reduction.
Specifically, when strongly deleterious mutations occur at a rate
Uy per site, background selection should reduce neutral hetero-
zygosity Hy by a factor = exp(—2u,/r) (6, 7). Similarly, recurrent
selective sweeps with selection coefficient s, occurring at rate v
per site should reduce Hy by a factor ~ (1+8K (N )us/r) ", where
K(N) is a constant (8, 9). Under a Wright-Fisher model in
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a diploid population of size N and free recombination, however,
we expect: Hy=4Ny,. Linkage effects from recurrent selective
sweeps and background selection should thus reduce Hy to

e—2Halr

Hy~4N, _—
0K X TR (N sy

[S4]

Linkage Effects on the SFS at Functional and Synonymous Sites. In the
Wright-Fisher model under mutation—selection—drift balance
and free recombination, the average number of polymorphisms
with derived allele frequency x is expected to be (10, 11)

1—e 4N s(1=x)

g(x7s) =4N/4S(1 —x)x(l _e—4Ns)'

[S5]

Here, yu; is the rate at which new mutations with selection co-
efficient s arise at the locus of interest per generation per in-
dividual. Integrated over the full DFE of new mutations, as
specified by a density function p(s), the expected SFS for all
polymorphism at the locus is then g(x) = [g(x,s)p(s)ds.

S| Materials and Methods

Forward Simulations of Chromosome Evolution. Our simulations
model the population dynamics of a 10-Mb-long chromosome
evolving in a panmictic diploid population under mutation, re-
combination, and selection. Genes are placed equidistantly on
the chromosome with a density of one gene per 40 kb (12). Each
gene consists of 8 exons of length 150 bp each, separated by
introns of length 1.5 kb. Genes are flanked by a 550-bp-long 5’
UTR and a 250-bp-long 3 UTR. We assume that three out of
four sites in exons and UTRs are functional sites. Every fourth
site in exons and UTRs is nonfunctional, with all mutations at
those sites being neutral. These nonfunctional sites are used to
model synonymous sites. Mutations occurring outside of exons
or UTRs are neutral. Altogether, this yields a functional fraction
of 3.75% of the chromosome. For each chromosome we store
the list of mutations it harbors, with each mutation being spec-
ified by its position along the chromosome and its selection co-
efficient. The population consists of N = 10* diploid individuals.
We assume that mutations are codominant and that fitness ef-
fects at different sites in the genome are additive. The fitness of
an individual is thus given by w=1+3 s, where the sum is
taken over the selection coefficients s; of all mutations on its two
chromosomes.

Population dynamics is simulated in a model with discrete
generations and constant population size. In each generation,
a set of N =10* children is newly generated. The two parents
of each child are drawn from the population in the previous
generation with probabilities proportional to their fitnesses. To
generate the haploid gamete a parent contributes to the child, the
two parental chromosomes undergo recombination at a uniform
rate of r=107% per site along the chromosome (corresponding to
1 cM/Mb). Each gamete then undergoes mutation, where new
mutations occur at a rate u=2.5x 1078 per site per generation
uniformly along the chromosome. Only the mutations which fall
into exons or UTRs are followed in our simulations. Although
every mutation has a specific position along the chromosome, a
chromosome can harbor more than one mutation at the same site
and back-mutations do not occur. Given our population param-
eter Nu=2.5x107%, the choice of such an “effective infinite sites
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model” is well justified. The simulation does not model the actual
nucleotide states of mutations.

The selection coefficient of each new mutation is drawn from
a specific DFE if it falls at a functional site. Mutations that fall at
nonfunctional sites always have s = 0. After all children have been
generated this way, their fitnesses are calculated and they become
the parents for the next generation. At the start of a simulation
run all individuals are initialized with empty chromosomes be-
cause no mutations have yet occurred. The simulations then go
through a burn-in period of 10N generations to establish a sta-
tionary level of diversity. Every 100 generations the population is
screened for fixed mutations, i.e., mutations that are present in
all individuals of the population. These mutations are recorded
as substitutions and removed from all chromosomes for they can
no longer cause fitness differences between individuals. A sim-
ulation run is followed for 10° generations after the burn-in.

We estimated divergence from the mutations that became fixed
during a simulation run. Polymorphism levels and frequency dis-
tributions were estimated from population samples of 100 ran-
domly drawn chromosomes, taken every N generations throughout
a run. The spectra were then averaged over all 100 samples
obtained during each run. Because our chromosome has 375 kb
of functional and 125 kb of synonymous sites, this corresponds
to a single sample with 37.5 Mb of functional and 12.5 Mb of
synonymous sites, assuming independence between samples.

The simulation is implemented in C++, making extensive use
of algorithms from the GNU scientific library (13). An extended
version of the simulation is implemented in the open-source
program SLiM (14).

DFE-Alpha Estimation on Simulation Data. We ran DFE-alpha for
each of the simulation runs specified in Table 1, using the provided
online interface. These runs simulated the evolution of the above-
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described 10-Mb-long chromosome in a population of N =10*
diploid individuals over the course of 10° generations under the
specific selection scenario. The SFS at functional and synony-
mous sites were calculated from samples of 100 randomly drawn
chromosomes, taken every N generations in a simulation run.
The SFS obtained from each sample were then averaged over
all 100 samples taken throughout each run to generate the un-
folded spectra provided to DFE-alpha. Because our 10-Mb-long
chromosome has 375 kb of functional and 125 kb of synonymous
sites, this corresponds to a single sample with 37.5 Mb of func-
tional and 12.5 Mb of synonymous sites, assuming independence
between samples. Divergence counts at functional and synony-
mous sites were inferred from the observed substitutions in each
simulation run.
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Fig. S1. Comparison of true values of « and asymptotic MK estimates for all simulation runs from Table S1. The asymptotic MK estimates were obtained by
fitting a(x) to an exponential function of the form a(x) =a + bexp(—cx) for all x >0.1, using a nonlinear least-squares algorithm and extrapolating to x=1.
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Table S1. Accuracy of standard MK estimates

Pp s sy True a MK ot MK ot
0.000000 — —0.0001 0.00 -0.55 -0.16
0.000000 — —0.0002 0.00 -0.27 -0.01
0.000000 — —0.0005 0.00 -0.01 0.03
0.000000 — —0.001 0.00 0.01 0.00
0.000000 — —0.002 0.00 -0.01 -0.01
0.000000 — —0.005 0.00 —-0.01 -0.01
0.000000 — —-0.01 0.00 -0.02 -0.02
0.000625 0.001 —0.0001 0.08 -0.43 -0.07
0.000625 0.001 —0.0002 0.10 -0.21 0.06
0.000625 0.001 —0.0005 0.10 0.02 0.06
0.000625 0.001 —0.001 0.09 0.08 0.08
0.000625 0.001 —0.002 0.09 0.08 0.08
0.000625 0.001 —0.005 0.08 0.03 0.05
0.000625 0.001 —0.01 0.10 0.10 0.12
0.000125 0.005 —0.0001 0.09 -0.46 -0.06
0.000125 0.005 —0.0002 0.10 -0.21 0.05
0.000125 0.005 —0.0005 0.10 0.05 0.13
0.000125 0.005 —0.001 0.10 0.06 0.07
0.000125 0.005 —0.002 0.10 0.10 0.10
0.000125 0.005 —0.005 0.08 0.14 0.13
0.000125 0.005 —-0.01 0.10 0.12 0.14
0.000063 0.01 —0.0001 0.09 -0.38 -0.04
0.000063 0.01 —0.0002 0.09 -0.20 0.09
0.000063 0.01 —0.0005 0.10 0.05 0.12
0.000063 0.01 —0.001 0.09 0.05 0.06
0.000063 0.01 —0.002 0.10 0.13 0.12
0.000063 0.01 —0.005 0.10 0.09 0.09
0.000063 0.01 —0.01 0.10 0.10 0.09
0.000013 0.05 —0.0001 0.07 -0.35 -0.03
0.000013 0.05 —0.0002 0.08 -0.21 0.04
0.000013 0.05 —0.0005 0.09 0.04 0.11
0.000013 0.05 —0.001 0.09 0.10 0.13
0.000013 0.05 —0.002 0.09 0.12 0.12
0.000013 0.05 —0.005 0.10 0.07 0.09
0.000013 0.05 —-0.01 0.09 0.09 0.10
0.001250 0.001 —0.0001 0.17 -0.32 0.07
0.001250 0.001 —0.0002 0.19 -0.14 0.14
0.001250 0.001 —0.0005 0.19 0.11 0.17
0.001250 0.001 —0.001 0.17 0.18 0.15
0.001250 0.001 —0.002 0.19 0.13 0.12
0.001250 0.001 —0.005 0.18 0.18 0.16
0.001250 0.001 —-0.01 0.18 0.19 0.15
0.000250 0.005 —0.0001 0.18 -0.34 0.04
0.000250 0.005 —0.0002 0.20 -0.14 0.18
0.000250 0.005 —0.0005 0.20 0.12 0.15
0.000250 0.005 —0.001 0.19 0.18 0.17
0.000250 0.005 —0.002 0.19 0.20 0.20
0.000250 0.005 —0.005 0.18 0.17 0.18
0.000250 0.005 —0.01 0.18 0.18 0.20
0.000125 0.01 —0.0001 0.16 -0.27 0.07
0.000125 0.01 —0.0002 0.18 -0.13 0.16
0.000125 0.01 —0.0005 0.19 0.1 0.18
0.000125 0.01 —0.001 0.21 0.17 0.19
0.000125 0.01 —0.002 0.18 0.16 0.17
0.000125 0.01 —0.005 0.19 0.21 0.19
0.000125 0.01 -0.01 0.20 0.17 0.17
0.000025 0.05 —0.0001 0.13 -0.16 0.04
0.000025 0.05 —0.0002 0.16 -0.15 0.09
0.000025 0.05 —0.0005 0.18 0.06 0.19
0.000025 0.05 —0.001 0.18 0.18 0.20
0.000025 0.05 —0.002 0.18 0.19 0.19
0.000025 0.05 —0.005 0.19 0.20 0.17
0.000025 0.05 —0.01 0.18 0.18 0.16
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Table S1. Cont.

/)z SL SE True o MK ot MK of
0.001875 0.001 —0.0001 0.26 -0.32 0.08
0.001875 0.001 —-0.0002 0.28 -0.09 0.23
0.001875 0.001 —0.0005 0.28 0.20 0.23
0.001875 0.001 —0.001 0.29 0.25 0.23
0.001875 0.001 —0.002 0.28 0.24 0.21
0.001875 0.001 —0.005 0.28 0.25 0.24
0.001875 0.001 -0.01 0.29 0.27 0.26
0.000375 0.005 —0.0001 0.24 -0.26 0.12
0.000375 0.005 —0.0002 0.29 -0.09 0.21
0.000375 0.005 —0.0005 0.29 0.22 0.26
0.000375 0.005 —0.001 0.29 0.30 0.27
0.000375 0.005 —0.002 0.29 0.27 0.28
0.000375 0.005 —0.005 0.29 0.26 0.24
0.000375 0.005 —0.01 0.26 0.30 0.25
0.000188 0.01 —0.0001 0.24 -0.23 0.12
0.000188 0.01 —0.0002 0.27 -0.06 0.22
0.000188 0.01 —0.0005 0.27 0.20 0.26
0.000188 0.01 —0.001 0.28 0.28 0.27
0.000188 0.01 —0.002 0.29 0.27 0.29
0.000188 0.01 —0.005 0.30 0.28 0.27
0.000188 0.01 -0.01 0.29 0.27 0.26
0.000038 0.05 —0.0001 0.17 -0.05 0.14
0.000038 0.05 —-0.0002 0.23 -0.06 0.17
0.000038 0.05 —0.0005 0.28 0.15 0.26
0.000038 0.05 —0.001 0.28 0.27 0.28
0.000038 0.05 —0.002 0.28 0.27 0.27
0.000038 0.05 -0.005 0.28 0.30 0.31
0.000038 0.05 —0.01 0.30 0.31 0.31
0.002500 0.001 —0.0001 0.35 -0.22 0.15
0.002500 0.001 —0.0002 0.40 -0.02 0.29
0.002500 0.001 —0.0005 0.37 0.29 0.30
0.002500 0.001 —0.001 0.38 0.34 0.30
0.002500 0.001 -0.002 0.39 0.33 0.29
0.002500 0.001 —0.005 0.38 0.35 0.29
0.002500 0.001 -0.01 0.38 0.36 0.32
0.000500 0.005 —0.0001 0.30 -0.18 0.21
0.000500 0.005 —-0.0002 0.38 0.01 0.32
0.000500 0.005 —0.0005 0.39 0.29 0.37
0.000500 0.005 —0.001 0.39 0.38 0.36
0.000500 0.005 —0.002 0.39 0.36 0.35
0.000500 0.005 —0.005 0.38 0.37 0.39
0.000500 0.005 -0.01 0.37 0.37 0.37
0.000250 0.01 —0.0001 0.30 -0.16 0.17
0.000250 0.01 —0.0002 0.34 0.04 0.34
0.000250 0.01 —0.0005 0.38 0.29 0.38
0.000250 0.01 —0.001 0.38 0.37 0.38
0.000250 0.01 —-0.002 0.39 0.38 0.35
0.000250 0.01 —0.005 0.36 0.36 0.36
0.000250 0.01 —0.01 0.37 0.38 0.33
0.000050 0.05 —0.0001 0.21 0.01 0.15
0.000050 0.05 —0.0002 0.27 0.04 0.21
0.000050 0.05 —0.0005 0.35 0.20 0.28
0.000050 0.05 —0.001 0.38 0.33 0.39
0.000050 0.05 —0.002 0.38 0.39 0.39
0.000050 0.05 —0.005 0.37 0.38 0.37
0.000050 0.05 -0.01 0.36 0.40 0.36
0.003125 0.001 —0.0001 0.41 -0.20 0.18
0.003125 0.001 —0.0002 0.48 0.04 0.36
0.003125 0.001 —0.0005 0.46 0.32 0.37
0.003125 0.001 —0.001 0.47 0.42 0.40
0.003125 0.001 —0.002 0.47 0.44 0.40
0.003125 0.001 —0.005 0.48 0.41 0.39
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0.003125 0.001 —0.01 0.47 0.43 0.40
0.000625 0.005 —0.0001 0.39 -0.11 0.25
0.000625 0.005 —0.0002 0.43 0.10 0.40
0.000625 0.005 —0.0005 0.48 0.38 0.47
0.000625 0.005 —0.001 0.49 0.46 0.46
0.000625 0.005 -0.002 0.50 0.47 0.47
" 0.000625 0.005 —0.005 0.48 0.43 0.44
" 0.000625 0.005 -0.01 0.47 0.48 0.45
=) 0.000313 0.01 —0.0001 0.33 -0.11 0.23
0.000313 0.01 —0.0002 0.42 0.08 0.36
0.000313 0.01 —0.0005 0.48 0.35 0.46
0.000313 0.01 —0.001 0.48 0.45 0.49
0.000313 0.01 —0.002 0.49 0.50 0.47
0.000313 0.01 —0.005 0.48 0.47 0.48
0.000313 0.01 —-0.01 0.48 0.48 0.46
0.000063 0.05 —0.0001 0.25 0.06 0.18
0.000063 0.05 —0.0002 0.31 0.07 0.25
0.000063 0.05 —0.0005 0.42 0.28 0.41
0.000063 0.05 —0.001 0.47 0.40 0.46
0.000063 0.05 -0.002 0.49 0.47 0.47
0.000063 0.05 —0.005 0.47 0.46 0.50
0.000063 0.05 -0.01 0.47 0.48 0.46

*Fraction of adaptive mutations among all functional mutations in simulation.
Selection coefficient of adaptive mutations in simulation.

*Selection coefficient of deleterious mutations in simulation.

$MK estimate using cutoff x>0.1.

IMK estimate using cutoff x>0.5.
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