Text S1

Gibbs sampling in Bayesian liability regression model

Gibbs sampling is based on the fully conditional distribution of each unknown variable.
This procedure iteratively goes through all variables, each time sampling from the
distribution of one of them while fixing all others at their latest values. For liability
modeling, the following steps are carried out (using notations in main text):
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