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SI Materials and Methods
Computer-Vision Algorithm and Its Validation. The recorded video
sequences were analyzed off-line. The position and orientation of
all visible colored barcodes were identified in each frame using
a dedicated script based on OpenCV, an open-source computer
vision library (1). Barcode colors were chosen to minimize in-
terference from the natural coloring of the scene. The first part
of the algorithm identified the position of the possible barcode
bins using hue-saturation-value color space filtering. This set
of bins was analyzed further heuristically to obtain optimal
matching with existing barcode definitions for all frames on
a possible, smooth trajectory for each barcode. The recognized
barcode IDs were added to the original videos for visual in-
spection of the accuracy and to aid the manual analysis of ago-
nistic interactions.
We tested the accuracy of the automated video tracking against

the detailed manual identification of all barcode positions and
orientations in all frames of a 12-min video segment, using
custom-made software and many hours of manual work. The
barcode detection was robust; only 13% remained undetected.
For the detected IDs, the match between the automatic and
manual recognitions with acceptable error in position (2 pixels =
3.3 cm) and orientation (15°) was 90%. The visual inspection of
the other barcode-tagged videos showed acceptable performance
as well, especially for the purpose of statistical analysis.

Pecking Order Interaction Coding Protocol. After the automated
detection of IDs, we manually scored agonistic interactions to test
how our automated dominance analysis methods compared with
human observations. For this purpose, we tagged the original video
recordings with the identified IDs of birds and used a subtitle
editing software to comment on all pairwise interactions with IDs
involved, interaction time, duration, and type (i.e., pecking, wing
flapping, chasing, retreat, etc.). Again, automatic methods were
used to quick-check themanual tagging and categorize interactions
into most aggressive, nonaggressive or mutual types.
The format of the subtitles was:
x ID1 s ID2,
where x denoted the interaction type (see the full list below),

ID1 and ID2 denoted the color barcode on the backpacks of
birds (three letters, initials of the colors from head to tail), and s
denoted the interaction type between the birds [i.e., directed (>)
or mutual (–)]. In case of directed interactions, ID1 was domi-
nant, ID2 was subordinate.

Identified Interaction Types. The following interaction types were
used: p, pecking; w, wing slapping; pm/wm, pecking or wing
slapping that misses target; c, chasing; o, obtrusion, pushing; s,
scaring away or frightening; f, fighting (could be mutual or clearly
one way); d, defense: the attacked one (second bird) tries to
defend itself for example by waving its wings or expresses its
distress any other way, but not trying to directly attack its attacker;
2x, in a fight a clearly defined action (x could be w, p, o, etc.)
initiated by the attacked bird (second in the interaction); r, re-
treat: when the attacked one clearly retreats after the action
(second bird); g, give up the fight: when the attacker moves away
after the action (first bird); i, interesting other event; and n, note:
any type of comment.

Definition of Transitivity and Symmetry Indices. In addition to de-
fining simplified dominance scores for each individual, we treat
the pairwise interactions as a matrix M, where Mij is the number

of interactions [e.g., pecking order (PO), feeding-queuing (FQ),
and so forth] initiated by bird i toward bird j. We separate the
full interaction matrix into common (C) and dominant (D) parts:

M   =   C  +  D;   where

Cij =min
�
Mij;Mji

�
Dij =max

�
Mij −Mji; 0

�
=Mij −Cij

Note that this matrix separation is similar to but slightly different
from the standard symmetric/antisymmetric matrix decomposi-
tion. Instead of a symmetric part, which is the average of the pair-
wise interactions, we have a common part that represents the
strength of two-way interactions. Similarly, instead of the antisym-
metric part, which can contain negative values that are incompat-
ible with some methods, we have a dominant part containing the
strength of outgoing interactions, above the level of two-way
(common) interactions.
The symmetry index (S) is defined from the C and M matrices

as follows:

S=

P
i;j;i≠ j

Cij

P
i;j;i≠ j

Mij

S ranges from 0 to 1; high S values mean that the interactions are
overwhelmingly mutual; a small S represent a society where most
of the pairwise interactions are dominant in one direction only.
The transitivity index (T) is defined from the D matrix as

follows:

T =

P
i;j;j>i

Dij

P
i;j;i≠ j

Dij

Note that T is basically the ratio of the total interactions in the
upper triangle of D relative to all of the interactions in D, and
thus it is dependent on the order of the rows and columns of the
matrix. Therefore, before calculating T, we need to calculate
a ranking among the individuals and order the rows accordingly;
this is equivalent to the feedback-arc set problem in graph the-
ory. The solution is straightforward if there are no loops and the
hierarchy is linear/transitive, and it has multiple equivalent sol-
utions if there are loops or independent subgroups. For a quick
close-to-optimal solution, we used a heuristic ranking with the
Eades method (2).
T ranges from 0.5 to 1. Higher values correspond to fewer

loops in the hierarchy. However, further analysis of the D matrix
itself might be needed to interpret T (cluster analysis, careful
manual analysis of cases with many loops, etc.). To test the sig-
nificance of T for a given matrix size, we formed a null distri-
bution by calculating T from the Eades-ordered dominant part
(D) of 1 million random matrices (values in the range of 0–100).
The T values from this randomization approximate a normal
distribution (Fig. S2) with the following fit parameters for matrix
sizes 10 and 30 (corresponding to the group sizes in our exper-
iment): adjusted R2

10= 99.87%, μ10 = 0.79203 ± 7.3 × 10−5, σ10=
0.04908 ± 7.8 × 10−5, adjusted R2

30= 99.91%, μ30 = 0.68010 ±
2.2 × 10−5, σ30= 0.01676 ± 2.2 × 10−5 (mean ± SE).
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Network Representation of Interaction Data and Its Layout. The
network representations in the main text and described here (Fig.
3, Fig. S4, and Inset in top right corner of Movie S3) were based
on the following procedure. The dominant part (see Definition of
Transitivity and Symmetry Indices) of the interaction matrices
[FQ, approach-avoidance (AA), PO, and group flight leadership
(GFL)] was calculated. This method is similar to the composition
of an antisymmetric matrix and using 0 as a lower limit cutoff.
For the network visualization, the cutoff value was actually not
0 but e, to reduce the effect of noise. In pairs where both in-
dividuals fight/dominate/lead the other with almost equal weight
(Mij ≈Mji, where M represents any of the interaction matrices),
the antisymmetric part will be around 0, and the directionality of
the interaction will be exposed to a high relative error. To filter
these elements, the SD of the matrix was calculated and «=
SDðMÞ=10 was used as a cutoff. In other words, no edge was
drawn between birds i and j if Dij < « and Dji < «. If there was no
chain of directed edges from i to j (i.e., no i→ k→ j), then i and j
were drawn on the same level in the hierarchy.
As shown in Definition of Transitivity and Symmetry Indices,

these matrices were highly transitive, containing no or very few
directed loops (even with 0 as cutoff). To convert the networks
with e cutoff to completely transitive networks, the weakest links
in the loops were removed until all of the loops were eliminated.
For the FQ networks, four edges were removed for the three
groups of 10 (A: two edges, B: zero edges, C: two edges). For the
PO networks, one edge was removed from group A. For GFL
networks one edge was removed from group B.
In the simultaneous visualization of the different dominance

and leadership networks, interaction strength is shown by edge
width (Fig. 3 and Fig. S4). For this purpose the networks were
normalized by the maximal value (there were no large outliers).
The average and SD for the resulting normalized networks
(A+B+C) were 0.23 ± 0.20 for FQ, 0.25 ± 0.20 for PO and
0.50 ± 0.22 for GFL.
We used a hierarchical network layout in Fig. 3 A–C and Fig.

S4. These networks were all directed and acyclic (i.e., composed
of directed edges and containing no directed loops). We used the
hierarchical network visualization of Cytoscape (3), which is in
principal based on the Sugiyama method (4). It is a layered graph
visualization method in which the vertices of a directed graph are
drawn in horizontal rows or layers with the edges generally di-
rected downward. The nodes within each layer are permuted in
an attempt to reduce the number of crossings among the edges
connecting it to the previous layer. Thus, the horizontal layout
contains no information, just supports transparency. The vertical
layout contains information about the rank of the nodes. Nodes
were added on the same layer if their relative position could not
be resolved as either directly or indirectly connected by a di-
rected chain of edges. Our networks were quite densely con-
nected, so in the majority of the cases the rules written above
give an unequivocal position for each node. However, in the few
cases when a node could be placed on several layers, the highest
possible layer was used.
To compare two different networks, we used the 2D hierar-

chical layout where the vertical positions of the nodes represent
the hierarchical layers of one of the networks; the horizontal
position of the nodes represents the hierarchical layers of the
other network. Edges are placed to maximize transparency.

Dominance Indices. We calculated and compared several domi-
nance indices of the literature on our data, including Kalinoski’s
frequency of success index, Lindquist’s dominance index, the
Batchelder-Bershad-Simpson scale score, and de Vries’ (modi-
fied) (normalized) David’s scores (5–8). Because our interaction
matrices were highly transitive, the choice of the dominance
index was not crucial; that is, the final rankings defined by the
different dominance scores were extremely similar (e.g., for FQ

interactions the Pearson-correlation between the four scores was
over 0.99 for all groups). Therefore, we chose one, the normal-
ized David’s score (NormDS) (8), which was simple to calculate
and could easily be generalized to matrices with noninteger el-
ements; this was needed in the case of AA and GFL data and for
matrices generated from individual scores (e.g., size difference,
age difference). In all these cases the normalization factor was
not the maximal interaction, as defined originally for matrices
with integers, but the total scale of the DS values:

NormDSi =
DSi − min

j

�
DSj

�
max

j

�
DSj

�
− min

j

�
DSj

� ðn− 1Þ;

where n is the number of birds in the given group, and DSi is the
original David’s score defined as

DSi =wið1Þ+wi
�
wj
�
− lið1Þ− li

�
lj
�
; wiðxÞ=

Xn
j= 1

x
wij

wij +wji
;

liðxÞ=
Xn
j= 1

x
�
1−

wij

wij +wji

�
:

Note that the NormDS scores were calculated from the raw in-
teraction matrices without the Common–Dominant separation.
For the matrices generated from individual scores, the NormDS
values ranked the individuals in the same order as the original
data, with a perfectly linear relation between the two.

Comparing the Interaction Matrices. For each group of 10 (A, B, C)
and the group of 30, a two-tailed Pearson correlation was used to
compare interaction data from different contexts. Table S1 shows
the correlation between NormDS values, as well as an alternative
method using the pairwise interaction values (i.e., all matrix
elements). For Pearson correlations on pairwise interaction
values, we tested significance using the quadratic assignment
method [see e.g., Hemelrijk (9)], a type of random permutation
procedure. One matrix is permuted by shuffling the individuals
into a new order and using this random order in both the rows
and the columns. The other matrix is left unchanged. For each
permutation, the Pearson correlation between the elements of
the two matrices is calculated. The correlation coefficients from
20,000 randomizations formed a null distribution, which we
compared with the correlation coefficient between the elements
of the two original interaction matrices. In case of positive
(negative) correlation, the P value was given as two times the
proportion of randomized matrices with a higher (lower) cor-
relation value than the original case.
The comparison described above used the interaction matrix

elements as values, which is equivalent to a weighted directed
network representation. As an alternative method, we compared
the interactions in a way that treats the separated directed
(dominant) and undirected (common) parts of the interaction
matrices together, within the same framework. Here, the weighted
interaction matrices are converted into unweighted mixed graphs
containing both directed and undirected connections. For each
pair the interaction is characterized by a directed edge represented
by 1 (or −1) if the interaction is mostly dominant (or sub-
ordinate), an undirected edge represented by 0 if the interaction
is best described as mutual, or with no connection if there is no
significant interaction between the individuals.
The transformation of the dominant and common parts into

directed and undirected edges was as follows: we calculated the
average of all values in each matrix and used the averages as lower
thresholds. If the dominant part of an interaction was above
average, we defined it as a directed edge; if the common part was
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above average, we defined it as an undirected edge; otherwise,
there was no edge. For the four interaction types (FQ, AA, PO,
and GFL), and for all groups, the mixed graphs described above
are presented as adjacency matrices in Fig. S5.
Two network similarity measures were used to compare the

mixed graphs: the Jaccard Index (10) and the Hamming distance
(11). The Jaccard Index is defined as the size of the intersection
(the number of pairs that have the same edge in both networks)
divided by the size of the union of the sample sets (the number of
pairs that have an edge in at least one of the networks):

JIðA;BÞ=
��A∩B����A∪B

��:

For identical networks, JI = 1, whereas values close to 0 indicate
low similarity.
The Hamming distance is defined as the number of pairs for

which the edges in the two networks are different. Low Hamming
distance therefore indicates high similarity between networks.
The Hamming distance can be weighted for a given pair, by
a factor of 2, when both networks had directed edges but in
opposite directions. The weighted Hamming distance gave very
similar results to the original Hamming distance, so only the
results for the latter are shown.
To test the significance of the similarities, we used the same

randomization technique described above. The results of the
comparison are presented in Table S2. To test the sensitivity of
the results to the chosen threshold for defining edge types, we ran
the analysis with thresholds of 120% and 80% of the average.

Compared with Table S2, the results from these alternative
thresholds only changed the significance of the similarities in
1.4% and 5.6% of cases, respectively, indicating that the results
are robust to the choice of threshold. Overall, the comparison
using the mixed graph representation gives very similar results to
the weighted interaction representation (Table 1, and Tables S1
and S2). This result supports the finding that the hierarchies are
different in the dominance and leadership contexts.

Determination of Momentary Leadership. Movie S3 shows mo-
mentary leadership roles, based on the directional correlation
delay method with a moving time window. At each time step t,
Corrij (τ, t) correlation values were calculated for an interval [t –
3 s; t + 3 s], where Corrijðτ; tÞ= hviðt′Þ · vjðt′+τÞit′∈½t−3s;t+3s�. For each
time step t, the maximal value of the Corrij (τ, t) correlation
function was determined as τpijðtÞ. The average directional cor-
relation time delay, τpi ðtÞof bird i at time t was determined by the
average τpijðtÞ for all j flock members, with the following two
conditions: (i) Corrijðτpij; tÞ>Corrmin = 0:9 and (ii) vjðtÞ> 5m/s
(most probably flying). For further calculations, we only used
time steps for which at least three flock members fulfilled the
previous two requirements. For each time step t, the degree of
momentary leadership was determined by ranking all birds ac-
cording to their τpijðtÞ in decreasing order using fractional rank-
ing. In Movie S3, we label the top six momentary leaders. For
these six birds, the size of the dots on both the trajectory and the
leadership network is negatively proportional to the momentary
leadership rank.
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Fig. S1. Interaction matrices and NormDS of group B for AA (A–D), FQ (E–H), PO (I–L), and GFL (M and N), as well as the individual parameters time-at-feeder
(TAF; O), body mass (P), and age (Q). The interaction matrices (“M,” shown in A, E, I, and M) contain all recorded interactions. They were decomposed into
a common part (“C,” shown in B, F, and J) as Cij = min(Mij, Mji) and dominant part (“D,” shown in C, G, and K) as Dij = max(Mij − Mji, 0). The NormDS (shown in
D, H, L, and N) were calculated from antisymmetrized matrices. No decomposition was needed for GFL, because the interaction matrix is antisymmetric by
definition. The individuals were ranked separately for each variable, based on the interaction matrix. Therefore, the individuals are shown in the same order
across the panels for a variable, but different variables can have different orders. The rankings are the same as used in Fig. 3. In O, the color coding shows how
much time each bird spent on average at the feeder in each 3-min segment of the feeding period. There was high correlation among all measured body size
parameters (wingspan, breast perimeter, mass), so only mass is shown (P).
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Fig. S2. Probability distribution functions of the Transitivity Index based on 1 million random matrices of size 10 and 30. The transitivity is calculated on the
dominant part of the matrices after ordering their rows and columns with Eades-heuristics. The significance of a given T value of an arbitrary interaction matrix
can be calculated based on the cumulative distribution function of a fitted normal distribution. Note that the significance of a given T value strongly depends
on matrix size. Bin size on the horizontal axis is 0.001.
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Fig. S4. Dominance and leadership networks for groups A and C. Data for groups A (A–E) and C (F–J) are presented here using the same types of plots as in
Fig. 3. Fig. 3 shows the data for group B.
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Fig. S5. Adjacency matrices of the mixed graph representation containing both undirected and directed edges for each interaction type (FQ in A, AA in B, PO
in C, and GFL in D). The 10 × 10 matrices on the left side of each panel show the data for the groups A, B, and C (from Top to Bottom, respectively), and the 30 ×
30 matrix contains data for the group of 30. Color indicates the type of the edge: red: directed edge pointing from dominant/leader (in the row) to the
subordinate/follower (in the column); blue: directed edge, reverse direction of a red edge; green: undirected edge for mutual interaction; white: no edge. In
each matrix the individuals were ordered according to the NormDS scores of that interaction.

Table S1. Comparison of the dominance/leadership indices (Upper) and the interaction matrices (Lower) for groups A, B, C, and ABC (from
left to right)

NormDS - 

Pearson 

Correlation

Group A (n  = 10) Group B (n  = 10) Group C (n  = 10) Group ABC (n  = 30)

Dominance 

Other 

Parameters Lead Dominance 

Other 

Parameters Lead Dominance 

Other 

Parameters Lead Dominance 

Other 

Parameters Lead

Corr. value AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL

Dominance 

AA

FQ

PO

Other 

Parameters

TAF 

Size

Age 

Leadership GFL

P-Value AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL

Dominance 

AA 0.006 <0.001 0.040 0.009 0.037 0.043 <0.001

FQ 0.006 0.022 0.003 0.040 0.002 <0.001 0.042 0.043 0.012 0.032 0.023 0.002 <0.001 <0.001

PO <0.001 0.022 0.009 0.002 0.010 <0.001 0.012 0.002 

Other 

Parameters

TAF 0.003 0.007 <0.001 0.010 0.045 0.032 0.017 <0.001 0.001 

Size 0.007 0.042 0.045 <0.001 0.001 

Age 

Leadership GFL 0.037 0.023 0.017 

Pairwise Interaction - 

Pearson Corr.

Corr. value AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL

Dominance 

AA

FQ

PO

Other 

Parameters

TAF 

Size

Age 

Leadership GFL

P-Value AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL AA FQ PO TAF Size Age GFL

Dominance 

AA 0.002 0.004 0.041 <0.001 <0.001 0.043 0.048 

FQ 0.002 <0.001 <0.001 <0.001 0.017 0.049 0.002 0.013 0.015 <0.001 <0.001 <0.001 <0.001

PO 0.002 0.002 0.004 <0.001 0.010 <0.001 0.002 0.022 0.043 <0.001 0.017 

Other 

Parameters

TAF <0.001 <0.001 <0.001 0.010 0.049 0.013 0.022 0.001 0.048 <0.001 0.017 <0.001

Size <0.001 0.017 0.049 <0.001 <0.001

Age 

Leadership GFL 0.041 0.049 0.015 0.001 

Group A (n  = 10) Group B (n  = 10) Group C (n  = 10) Group ABC (n  = 30)

For more information, see Comparing the Interaction Matrices. Cells that contain significant correlations (P < 0.05) are in bold. Correlation values are color-
coded on a continuous scale from blue through green to red, with values close to −1 in blue, those close to 0 in green, and those close to 1 in red. P values in
white show nonsignificant correlations; those on a red color-scale show significant positive correlations, and those on a blue color-scale show significant negative
correlations. A superscript “−” shows a P value where the correlation coefficient is negative. An “x” indicates cells where correlations are not applicable.
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Table S2. Comparison of the dominance/leadership networks using an unweighted (binary) mixed graph representation containing
mutual and directed connections

Jaccard Index 

(JI)

Group A (n  = 10) Group B (n  = 10) Group C (n  = 10) Group ABC (n  = 30)

Dominance Leadership Dominance Leadership Dominance Leadership Dominance Leadership

JI AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R

Dominance

AA X 0.34 0.45 0.29 0.29 X 0.50 0.51 0.51 0.24 X 0.42 0.51 0.49 0.29 X 0.30 0.21 0.29 0.30

FQ 0.34 X 0.48 0.32 0.27 0.50 X 0.55 0.44 0.18 0.42 X 0.50 0.52 0.09 0.30 X 0.29 0.23 0.28

PO 0.45 0.48 X 0.29 0.18 0.51 0.55 X 0.40 0.11 0.51 0.50 X 0.41 0.14 0.21 0.29 X 0.15 0.18
Leadership GFL 0.29 0.32 0.29 X X 0.51 0.44 0.40 X X 0.49 0.52 0.41 X X 0.29 0.23 0.15 X X
P-value AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R

Dominance

AA X 0.150 0.006 0.740 0.582 X 0.003 <0.001 0.050 0.557 X 0.122 0.010 0.109 0.850 X 0.002 0.001 0.703 0.601

FQ 0.150 X <0.001 0.160 0.317 0.003 X 0.001 0.093 0.773 0.122 X 0.002 0.001 0.990 0.002 X <0.001 0.790 0.423

PO 0.006 <0.001 X 0.801 0.990 <0.001 0.001 X 0.076 0.975 0.010 0.002 X 0.127 0.981 0.001 <0.001 X 0.923 0.456
Leadership GFL 0.740 0.160 0.801 X X 0.050 0.093 0.076 X X 0.109 0.001 0.127 X X 0.703 0.790 0.923 X X

Hamming Distance (HD)

HD AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R

Dominance

AA X 58 48 64 64 X 44 42 44 68 X 52 44 46 64 X 594 650 616 604

FQ 58 X 44 60 64 44 X 36 50 74 52 X 40 42 80 594 X 506 658 616

PO 48 44 X 64 74 42 36 X 54 80 44 40 X 52 76 650 506 X 726 694
Leadership GFL 64 60 64 X X 44 50 54 X X 46 42 52 X X 616 658 726 X X
P-value AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R AA FQ PO GFL GFL R

Dominance

AA X 0.171 0.009 0.772 0.640 X 0.004 <0.001 0.050 0.557 X 0.122 0.010 0.109 0.850 X 0.006 0.001 0.734 0.641

FQ 0.171 X <0.001 0.201 0.374 0.004 X 0.003 0.093 0.773 0.122 X 0.001 0.001 0.985 0.006 X <0.001 0.839 0.496

PO 0.009 <0.001 X 0.862 0.995 <0.001 0.003 X 0.076 0.975 0.010 0.001 X 0.140 0.976 0.001 <0.001 X 0.989 0.763
Leadership GFL 0.772 0.201 0.862 X X 0.050 0.093 0.076 X X 0.109 0.001 0.140 X X 0.734 0.839 0.989 X X

Group A (n  = 10) Group B (n  = 10) Group C (n  = 10) Group ABC (n  = 30)

Results from two network similarity measures are shown: the Jaccard Index (JI, Upper) and Hamming distance (HD, Lower) for groups A, B, C, and ABC (from
left to right). For details see Comparing the Interaction Matrices. JI and HD values are color-coded red for more similar networks, green for less similar
networks. In the P value tables, cells that contain significant correlations (P < 0.05) are in bold, with deeper reds showing stronger correlations. To check for
possible anticorrelation between dominance and leadership, we also calculated the Jaccard Index and the Hamming distance with the directed GFL interactions
reversed (GFL R column). No such anticorrelation was found.
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Table S3. Detailed information about all of the automatic and manual methods used in our analysis

Type and abbreviation Method
General

description
Specific descriptions

and comments
Applicability
of method

Dominance
AA Approach-

Avoidance
Automated scoring based

on correlations between
relative position and
direction of motion

Autonomous identification
of individual position on
video recordings

Any global or local
position data (e.g., GPS,
motion tracker)

FQ Feeding-
Queuing

Automated scoring based
on position to each other
relative to the feeder

Proximity measurement
from each other and from
feeder, or any global
or local position data
(e.g., GPS, RFID, motion
tracker, IR sensor, etc.)

PO Pecking Order Manual scoring of
social interactions

Computer-aided manual
identification of pecking,
fighting and chasing actions
(pecking, wing slapping,
retreat events, etc.) on
video recordings

Other parameters
TAF Time-at-Feeder: Time

spend with access
to food

Automated scoring
based on proximity
to the feeder

Autonomous identification
of individual position
on video recordings

Proximity to feeder,
or any global or local
position data (e.g., GPS,
motion tracker, IR sensor,
ultrasonic sensor, laser
proximity sensor, etc.)

Size Body size measurements Body mass (g) Biometric measurements
taken several times over
the experimental period

Breast size (cm)
Wingspan (cm)

Age Age Time since hatched (y)

Leadership
GFL Group Flight Leadership Directional correlation

delay method on
flight trajectory

Calculated from
high-resolution
GPS track logs

Any global or local
position data (e.g., GPS,
motion tracker)

Front-Rear
Position in Flock

Position (from front
to rear) in flock relative
to the direction of motion

Any global or local
position data (e.g., GPS,
motion tracker). Also could
be calculated from directed
proximity and distance)

The last column describes the requirements of the methods and their applicability for analyzing data from other study systems. IF, infrared; RFID, radio-
frequency ID.

Nagy et al. www.pnas.org/cgi/content/short/1305552110 9 of 11

www.pnas.org/cgi/content/short/1305552110


Movie S1. Video of a feeding experiment of 10 pigeons (group A) including an overlay of FQ interactions. The concentric circles indicate the outer boundaries
of the feeding and queuing ranges. Feeding birds are marked with red IDs, queuing with blue. White lines show FQ interactions.

Movie S1

Movie S2. Video of a feeding experiment of 10 pigeons (group A) including an overlay of PO and AA interactions. White spotlights indicate manually
identified PO interactions, coded in the top left corner (see Materials and Methods). Red arrows indicate AA interactions. For this purpose, AAij was averaged
over a 0.5-s time window. An AA interaction is indicated with an arrow at time t, pointing from bird i (the approaching bird) toward bird j (the one that avoids
the approach). To more clearly illustrate the most relevant interactions, we only display arrows where AAij(t) ≥ 0.8, AAji(t) ≤ −0.5, and dij ≤ 30 cm.

Movie S2
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Movie S3. Animation showing 80 s of free flight by 30 pigeons, all equipped with GPS. Video speed is two-times real speed. Individuals are colored according
to their ranks in the hierarchy (Top Right), determined by pairwise directional correlation delay times for the whole flight. Colors near the red end of the
spectrum indicate higher leadership on average. The top six momentary leaders (SI Materials and Methods) are indicated by larger dots on the trajectories and
white dots on the hierarchy network. The white bars under nodes in the network show the amount of time individuals were among the top six birds.

Movie S3
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