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1 Forty mode L-96 system

Here we present additional results of the ROMQG algorithm for the L-96 system using deterministic
periodic or stochastic forcing. We are studying the case of F = 6 (weakly chaotic), F = 8 (strongly
chaotic), and F = 16 (turbulent) regime. A typical synaptic of the field for each case is presented
in Figure S1.

Figure S1: Numerical solutions and corresponding spectra of L-96 model in space-time for weakly
chaotic (F = 6), strongly chaotic (F = 8), and fully turbulent (F = 16) regime.

In Figures S2-S4 we present the ROMQG response for a random forcing fluctuating around
F = 6 (Fig. S2), as well as for a periodic and random forcing in the turbulent regime, F = 16 (Fig.
S3-S4). Various orders of truncation are considered ranging from 1 to 4 Fourier modes. The results
are presented in terms of the Fourier modes energy as well as the energy of the mean and they are
compared with direct Monte-Carlo simulations.
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Figure S2: Comparison of ROMQG with Monte-Carlo for random forcing fluctuating aroung F = 6.
Results are presented using 1 leading wavenumber (S =2 real modes), 2 leading wavenumbers (S = 4
real modes), and 4 leading wavenumbers (S = 8 real modes).
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Figure S3: Comparison of ROMQG with Monte-Carlo for periodic forcing fluctuating aroung F =
16. Results are presented using 1 leading wavenumber (S =2 real modes), 2 leading wavenumbers
(S = 4 real modes), and 4 leading wavenumbers (S = 8 real modes).

3



0 5 10 15
150

200

250

E
ne

rg
y 

­ 
m

ea
n

t ime

S = 2, qs =0.1

0 5 10 15
40

60

80

E
ne

rg
y 

­ 
co

va
ria

nc
e

t ime

0 5 10 15
13

14

15

16

17

18
F(t)

0 5 10 15
40

60

80

M
od

e 
1

time

0 5 10 15
150

200

250

E
ne

rg
y 

­ 
m

ea
n

t ime

S = 4, qs =0.1

0 5 10 15
100

150

E
ne

rg
y 

­ 
co

va
ria

nc
e

t ime

0 5 10 15
40

60

80

M
od

e 
1

time
0 5 10 15

40

60

80

M
od

e 
2

time

0 5 10 15
150

200

250

E
ne

rg
y 

­ 
m

ea
n

t ime

S = 8, qs =0.1

0 5 10 15
200

250

300

E
ne

rg
y 

­ 
co

va
ria

nc
e

t ime

0 5 10 15
40

60

80

M
od

e 
1

time
0 5 10 15

40

60

80

M
od

e 
2

time

0 5 10 15
50

60

70

M
od

e 
3

time
0 5 10 15

50

60

70

M
od

e 
4

time

RO MQG
Monte­Carlo

Figure S4: Comparison of ROMQG with Monte-Carlo for random forcing fluctuating aroung F =
16. Results are presented using 1 leading wavenumber (S =2 real modes), 2 leading wavenumbers
(S = 4 real modes), and 4 leading wavenumbers (S = 8 real modes).
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2 Two-layer baroclinic model

We consider the Phillips model in a barotropic-baroclinic mode formulation with periodic boundary
conditions given by

∂qψ
∂t

+ J (ψ, qψ) + J (τ, qτ ) + β
∂ψ

∂x
+ U

∂

∂x
∇2τ = − (1− δ) r∇2

(
ψ − a−1τ

)
∂qτ
∂t

+ J (ψ, qτ ) + J (τ, qψ) + ξJ (τ, qτ ) + β
∂τ

∂x
+ U

∂

∂x

(
∇2ψ + λ2ψ + ξ∇2τ

)
=
√
δ (1− δ)r∇2

(
ψ − a−1τ

)
where qψ = ∇2ψ and qτ = ∇2τ−λ2τ . For what follows we will use the quadratic operator associated
with the above system

B (q1,q2) = −
(

J (ψ1, q2,ψ) + J (τ1, q2,τ )
J (ψ1, q2,τ ) + J (τ1, q2,ψ) + ξJ (τ1, q2,τ )

)
as well as the linear operator

L (q) =

(
− (1− δ) r∇2

(
ψ − a−1τ

)
− U ∂

∂x∇
2τ − β ∂ψ∂x√

δ (1− δ)r∇2
(
ψ − a−1τ

)
− β ∂τ∂x − U

∂
∂x

(
∇2ψ + λ2ψ + ξ∇2τ

) ) .
Using the above notation the original system can be written as

dq

dt
= L (q) +B (q,q) .

The parameters values are given in the paper and they correspond to baroclinic ocean turbulence
at high latitudes. A typical snapshot of the vorticity fields qψ, qτ is given in Figure S5.

Figure S5: Typical snapshots (vorticity fields) of the barotropic and baroclinic mode for baroclinic
ocean turbulence at high latitudes.
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2.1 Setup and basic properties

The inner product that corresponds to the total energy is given by the following bilinear form

[q1,q2]E =

∫
∇ψ1∇ψ∗2 +∇τ1∇τ∗2 + λ2τ1τ∗2

= −
∫
qψ1ψ

∗
2 + qτ1τ

∗
2

=

∫ (
k2 + l2

) (
ψ̂1ψ̂

∗
2

)
+
(
k2 + l2 + λ2

)
(τ̂1τ̂

∗
2 )

where the hats denote the spatial Fourier transforms.
We will now prove that the quadratic operator is conservative with respect to this inner product.

In particular we have (using the second expression for the energy inner product)

[B (q,q) ,q]E =

∫
(J (ψ, qψ)ψ + J (τ, qτ )ψ + J (ψ, qτ ) τ + J (τ, qψ) τ + ξJ (τ, qτ ) τ)

and ∫
J (ψ, qψ)ψ =

∫
ψ∇⊥ψ.∇qψ =

1

2

∫
∇⊥ψ2.∇qψ =

1

2

∫
qψ div∇⊥ψ2 = 0,

where we used Greens identity and took into account the periodic boundary conditions. Similarly
we can obtain

∫
J (τ, qτ ) τ =

∫
J (τ, qψ) τ = 0.

In addition,∫
J (τ, qτ )ψ+J (ψ, qτ ) τ =

∫
ψ∇⊥τ.∇qτ +τ∇⊥ψ.∇qτ =

∫
∇⊥ (ψτ) .∇qτ =

∫
qτ div∇⊥ (ψτ) = 0

with the orthogonal gradient of τ given by ∇⊥τ =
(
−∂τ∂y ,

∂τ
∂x

)T
. Therefore, the quadratic terms

conserve energy
[B (q,q) ,q]E =0.

2.2 Mean field dynamics

We obtain the equation for the mean vorticity by expanding the solution in terms of Fourier modes
which is the natural basis since the problem is defined on a periodic domain. In particular we
represent the solution as

q (t,x;ω)= q̄ (t,x)+
∑
k,l

qkl (t,x;ω)

where qkl (t,x;ω) have the form qkl (t,x;ω) = q̂kle
i(kx+ly)and for the steady state we have

dq̄∞
dt

= 0 = L (q̄∞) +B (q̄∞, q̄∞) +
∑

k,l,m,n

B (qkl,qmn) +B∗ (qkl,qmn)

2

Note that because different wavenumbers will be uncorrelated in steady state, we will have∑
k,l,m,n

B (qkl,qmn) +B∗ (qkl,qmn)

2
=
∑
k,l

B (qkl,qkl) +B∗ (qkl,qkl)

2
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Moreover, we can easily observe that B (qkl,qkl) = 0, therefore the equation for the mean decouples
from the second order statistics and we obtain:

L (q̄∞) +B (q̄∞, q̄∞) = 0

From which we have
q̄∞ = 0

Thus the mean will not be included in the analysis that follows.

2.3 Dynamics in spectral space

The solution can be represented as

q =
∑
k,l

(
q̂kl,ψ
q̂kl,τ

)
ei(kx+ly)

From the above representation we easily obtain an expression for the corresponding streamfunctions

qψ = ∇2ψ ⇒ ψ = −
∑
k,l

q̂kl,ψ
k2 + l2

ei(kx+ly)

qτ = ∇2τ − λ2τ ⇒ τ = −
∑
k,l

q̂kl,τ
k2 + l2 + λ2

ei(kx+ly)

We saw that the quadratic operator conserves energy and therefore the energy inner product is
suitable for formulating an MQG UQ scheme. We use the following spectral variables for which the
energy inner product is expressed as Euclidian inner product

p̂kl,ψ ≡
√
k2 + l2ψ̂kl = −

q̂kl,ψ√
k2 + l2

,

p̂kl,τ ≡
√
k2 + l2 + λ2τ̂kl = −

q̂kl,τ√
k2 + l2 + λ2

With this choice we have

[q1,q2]E =

∫
(p̂kl,ψ1 p̂kl,ψ2 + p̂kl,τ1 p̂kl,τ2)

and the original system will take the form

dp̂kl,ψ
dt

= L̂pψpψ p̂kl,ψ + L̂pψpτ p̂kl,τ −
1√

k2 + l2
B (q,q) .q̃kl,ψ

dp̂kl,τ
dt

= L̂pτpψ p̂kl,ψ + L̂pτpτ p̂kl,τ −
1√

k2 + l2 + λ2
B (q,q) .q̃kl,τ

where,

7



L̂pψpψ =

[
− (1− δ) r + ikβ

k2 + l2

]
L̂pψpτ = (1− δ) ra−1

√
k2 + l2

k2 + l2 + λ2
− iUk

√
k2 + l2

k2 + l2 + λ2

L̂pτpψ =

√
k2 + l2

k2 + l2 + λ2

[√
δ (1− δ)r − ikU

(
1− λ2

k2 + l2

)]
L̂pτpτ = −

1

k2 + l2 + λ2

[√
δ (1− δ)ra−1

(
k2 + l2

)
− ikβ + ikUξ

(
k2 + l2

)]
and the barotropic and baroclinic nonlinear energy fluxes are given by the terms− 1√

k2+l2
B (q,q) .q̃kl,ψ

and − 1√
k2+l2+λ2

B (q,q) .q̃kl,τ respectively.

2.4 MQG formulation

We observe that coupling between different wavenumber is introduced only through the conservative,
quadratic operator. In particular the covariance for each wavenumber

Rp,kl =

(
|p̂kl,ψ|2 p̂∗kl,ψp̂kl,τ

p̂∗kl,ψp̂kl,τ |p̂kl,τ |2

)

will be governed by the equation

dRp,kl
dt

= L̂p,klRp,kl +Rp,klL̂
∗
p,kl +Qp,kl

where

L̂p,kl =

(
L̂pψpψ (k, l) L̂pψpτ (k, l)

L̂pτpψ (k, l) L̂pτpτ (k, l)

)
and Qp,kl expresses the nonlinear energy fluxes due to the quadratic operator - this is modeled
through the ROMQG approach. Note that the total energy of the system (kinetic and available
potential) is given by tr (Rp,kl) .

2.5 Eddy heat flux

The eddy heat flux is proportional to the quantity

Hf =
λ

U2
ψxτ .

8



Based on the employed formulation (enstrophy or energy) we will have the following expressions
for the eddy heat flux:

Hf =
λ

U2
ψxτ

=
λ

U2

∑
k,l

∑
r,s

ikψ̂klτ̂rse
i([k+r]x+[l+s]y)

=
λ

U2

∑
k,l

∑
r,s

i
k√

k2 + l2
1√

r2 + s2 + λ2
p̂kl,ψp̂rs,τe

i([k+r]x+[l+s]y)

= − λ

U2

∑
k,l

∑
r,s

i
k

(k2 + l2)

1

(r2 + s2 + λ2)
q̂kl,ψ q̂rs,τe

i([k+r]x+[l+s]y)

The spatially averaged heat flux will be given by

〈Hf 〉 =
λ

U2

∑
k,l

i
k√

k2 + l2
1√

k2 + l2 + λ2
p̂kl,ψp̂

∗
kl,τ

=
λ

U2

∑
k,l

i
k

(k2 + l2)

1

(k2 + l2 + λ2)
q̂kl,ψ q̂

∗
kl,τ

2.6 Stability and energy fluxes properties for the two-layer baroclinic
model

Here we provide an overview of the stability and energy fluxes properties for the two-layer baroclinic
model under the parameters given in the paper. More specifically, in Figure S6 we present the
total, baroclinic, and barotropic 1D energy spectra of the solution over different wavenumbers.
We also present the 1D heat flux spectrum over different wavenumbers (defined in the previous
section) normalized by its maximum intensity. Finally, in the same figure we show the 1D stability
indicator that is the maximum growth rate for each wavenumber modulus but also the 1D nonlinear
barotropic and baroclinic energy fluxes spectra as those are defined at the end of Section 2.3 of
this supplementary material. In Figure S7 we present the growth rate variation for the different
perturbation levels of the shear U .
Figures S8 and S9 show the 2D spectra of the corresponding quantities illustrating the strongly

two-dimensional character of the system. Figure S8 also shows the non-normal characteristics of
the linear operator - a feature that usually leads to important challenges for reduction algorithms.
Figure S10 shows the third-order central moments for the Fourier coeffi cients when we arrange

those with respect to their energy (e.g. indices 1 and 2 describe the barotropic and baroclinic coef-
ficients of the most energetic wavenumber, indices 3 and 4 the second most energetic wavenumber,
etc.). In particular, we present a 3D contour that contains third order moments with magnitude
larger than 10% of the maximum magnitude of any third order moment. In other words Figure S10
shows the most important triad interactions between EOF modes, i.e. Fourier modes which are
arranged with respect to energy. We emphasize that these are shown only for illustration purposes
and they are never actually used in the ROMQG algorithm.
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Figure S6: 1D properties for high latitude. Upper plot: Barotropic, baroclinic and total energy with
respect to the wavenumber |k| . Lower plot: Wavenumber-averaged heat flux normalized over its
maximum value; Stability indicator: max

|k|=k
Reλi (k) normalized over its maximum magnitude, where

λi (k) are the vertical eigenvalues for each wavenumber; Wavenumber-averaged BT/BC nonlinear
energy fluxes.
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Figure S8: Energy spectrum; Heat flux; magnitude of the non-normal part of the operator:∣∣∣L̂pψpτ − L̂∗pτpψ ∣∣∣ ; Total nonlinear energy flux: Qττ,kl + Qψψ,kl. The black dashed line is the

−10%max
k

∣∣〈Hf 〉kl
∣∣ contour of the heat flux field.
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Figure S9: BT and BC energy spectrum; BT and BC nonlinear energy fluxes: Qψψ,kl, Qττ,kl; Real
part of vertical eigenvalues of the linear operator L̂p. The black dashed line is the −10%max

k

∣∣〈Hf 〉kl
∣∣

contour of the heat flux field and the black solid curve to corresponding positive one.
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Figure S10: Third order moments having intensity more than 10% of the maximum value. These
are shown with respect to EOF modes arranged in descending energy order.
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