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Figure S1. The root mean square deviations (RMSDs) of the backbone Cα atoms from the starting 

structure in two systems in the classic MD simulations. The “dimer-of-dimers” configuration is in 

red and the “His-box” configuration is in blue. The RMSDs saturate to a value less than 1 Å, 

indicating that the protein backbone have been fully relaxed. 

 



 

Figure S2. Geometrical parameters of the His cluster in the two parallel QM/MM MD simulations 

of the “dimer-of-dimers” model. (a) and (b) show the hydrogen bond distance from either histidine 

pair throughout one simulation run, (c) and (d) show the hydrogen bond distance from a second, 

uncorrelated simulation run. Distances between the Nδ-H, Nε-H and Nδ…Nε atoms are shown in 

red, green, and blue, respectively. (e) shows the His37 cluster RMSDs. Data from the 

“dimer-of-dimers” model is colored in red and green, and the “His-box” model are in blue and 

pink. 

 



 

Figure S3. Averaged water density in the QM/MM MD simulations. The “dimer-of-dimers” (left 

panel) and the “His-box” (middle panel) models are shown, respectively. The backbone is shown 

in silver ribbon. His37 and Trp41 side chains are shown in the stick mode, and the three water 

clusters are shown in the space-filling mode. Water density profiles in the two systems are shown 

at the right panel. The membrane normal was defined as the z-direction, and the center of lipid 

bilayers was defined as the origin, Data from the “dimer-of-dimers” model is shown in red, and 

from the “His-box” model is in blue. The errorbar represents the standard deviation of the number 

of water at each point along the pore. 

 



 

Figure S4. QM/MM optimized His37 tetrad structures with the two water molecules underneath 

during the deprotonation. One proton was released from a charged His37 to water, forming a 

hydronium group at the cage of His37 and Trp41, which is energetic unfavorable in either model. 

(a), (b) Optimized structures before and after deprotonation in the “His-box” model. (c), (d) 

Optimized structures in the “dimer-of-dimers” model. 

 



 

Figure S5. His37 sidechain χ1 and χ2 angles in the enhanced free energy sampling. 

 

 

 



 

Figure S6. His37 sidechain χ1, χ2 dihedral angles in the sampling. (a~b) Distribution and 

population of the dihedral angles in charged and neutral His37. (c) Superposition of the H37 tetrad 

in three structure, 3LBW (in cyan, representing the “His-box” configuration), 3KBD (in green, 

representing the “dimer-of-dimers” configuration) and 2L0J (in magenta, representing the His37 

tetrad configuration at low pH condition). (d~h) Representative snapshots obtained from the 

sampling. χ1 and χ2 angles of the snapshots were shown. 

 



Supplementary computational details 

(a) ONIOM protocol to optimize the His37…Trp41 quartet 

As the starting structure, the high resolution X-ray crystallographic structure (PDB entry: 

3LBW, 1.65 Å) 
1
 was adopted for the all the calculations in present work. However, as the 

hydrogen information is missing in the X-ray structure, we firstly used ONIOM method 
2
 

implemented in Gaussian 03 package 
3
 to optimize both configurations, the “dimer-of-dimers” and 

the “histidine-box”, with the presence of water clusters nearby. 

Each system contains the His37, Leu38, Leu40, and Trp41, plus 3 neighboring water clusters 

(13 water molecules). The backbone heavy atoms were fixed to the positions in the X-ray structure, 

and the broken bonds were saturated with hydrogen atoms. In the “histidine-box” configuration, 

the histidine side chains on chain B/D were assigned to be in the Im+ tautomeric form, and those 

of chains A/C are in the τ tautomeric form, to mimic the +2 state at neutral pH condition. 

To optimize the “dimer-of-dimers” configuration, the χ1 and χ2 angles of His37 and Trp41 

were manually rotated to approximate the SSNMR reported values.
4
 Histidine side chains on chain 

B/D were assigned to be in the τ tautomeric form, and those of chains A/C are in the Im+ 

tautomeric form. 

In the ONIOM protocol, the system was treated with two layers. The inner layer including 

His37, the amino group of Leu38, Trp41, and the carboxyl group of Leu40 in each chain, as well 

as the 13 water molecules, was calculated with B3LYP/6-31G(d,p). The outer layer, containing 

the remaining part of each system, was treated by the AM1 semi-empirical method. The systems 

were optimized with all the backbone heavy atoms fixed. 

(b) Classical molecular dynamics simulations to pre-equilibrate the system 

 The optimized His37…Trp41 quartet and water clusters in either configuration were then put 

into the 3LBW structure embedded in the fully hydrated palmitoyl oleoyl phosphatidyl choline 

(POPC) bilayers, which had been fully equilibrated in previous simulations. The box size is 

~75×75×95 Å
3
, containing ∼54 600 atoms.

 

The systems were equilibrated under harmonic position restraints applied to the heavy atoms 

of the protein backbone. The systems were heated to 310K in 10 ns, with the constraint force 

constant of 20 kcal/mol. Then starting at 10 kcal/mol, the force constant gradually decreased to 0 

in 8 ns. The systems were then accumulated for another 22 ns under constant NPT. The 



His37…Trp41 quartet structure obtained from ONIOM optimization was fixed throughout the 

simulations. 

Periodic boundary conditions were applied, with the particle mesh Ewald method used for 

treating long-range electrostatic interactions.
5
 Constant temperature was achieved by running 

Langevin dynamics,
6
 and constant pressure and surface tension were achieved by the 

Nose-Hoover Langevin piston method.
7-8

 The SHAKE algorithm 
9
 was applied to constrain all 

bonds involving hydrogen atoms, which allowed for an integration time step of 2 fs. The 

snapshots at 18 and 22 ns in the production phase were then minimized with protein heavy atoms 

fixed, and were used as the initial structures for the subsequent two parallel QM/MM MD 

simulations. 

NAMD version 2.8 
10

 was used to run the simulations. 

(c) QM/MM MD simulations to study the stability of the configurations 

Starting with the aforementioned minimized structure, hybrid quantum mechanical/molecular 

mechanical (QM/MM) method was employed with the CP2K software package.
11

 The QM region 

is identical to the inner layer defined in the above ONIOM calculations. The rest part was treated 

with MM method.  

The QM region was treated at the DFT level of theory in the Gaussian plane wave (GPW) 

approximation.
12

 The dispersion-corrected-DFT at the D2 level,
13-15

 the molecular optimized 

triple- basis sets with two polarization functions,
16

 and the Goedecker, Teter, and Hutter type 

pseudo-potentials 
17

 were used. An energy cutoff of 320 Ry was employed in the plane wave 

representation of the density. A wavelet-based Poisson solver 
18

 was used to remove the spurious 

interactions of the QM region with its periodic images. The QM system box size is 32×32×32 Å
3
 

that the buffer between QM atoms and the box edge is ~8 Å. The broken bonds were saturated 

with hydrogens, the forces on which were treated via the IMOMM scheme,
19

 where the scaling 

factors of 1.355, 1.384 and 1.416 were used to relate the QM C-H bond distance to the MM C-C, 

C-N and C-C distances, respectively. The CHARMM force field 
20

 was used for the protein 

and lipid atoms, and the TIP3P model 
21

 was used for water in the MM region. The electrostatic 

interactions of the total QM/MM system were treated with the particle mesh Ewald method.
5
 

In the two parallel QM/MM MD simulations in either configuration, the system was run with 

a time step of 0.4 fs for approximately 25 ps (~100 ps in total) at 310 K using the Nose´-Hoover 



chains thermostat 
22

 with a time constant of 1 ps. 

(d) QM/MM optimization to study the deprotonation 

The final snapshots from the QM/MM MD simulations were taken to study the deprotonation 

in either configuration. For each configuration, we used QM/MM calculation to optimize the 

geometries of two snapshots: one with all excess proton bound to the histidines, and one with a 

water molecule transformed into a hydronium (H3O
+
) species. 

The QM region is identical to those defined in the ONIOM calculations, and was treated with 

B3LYP. The rest part was treated with CHARMM force field.
20

 The calculations were performed 

by using NWChem version 5.1.
23

 

(e) Enhanced sampling calculations to sample the configuration space 

Metadynamics simulations 
24-25

 using collective variables (CVs) 
26

 implemented in NAMD 

version 2.8 
10

 were carried out to run the free energy calculations. The RMSD of the His37 and 

Trp41 were used as the two CVs. A HILLS height of 0.1 kcal/mol was used in both CVs. Upper 

boundary limit for both CVs was set to 15 Å. To avoiding from being trapped by the significant 

change in the protein backbone structure, the backbone C atoms were restrained to have a 

RMSD less than 1.5 Å to the initial structure as the reference. But this CV was not included in the 

metadynamics simulations. 
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