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MCMC analysis 

Prior specification:  For the fixed effects, we used independent normally distributed priors with a mean of 0 and a large 

variance of 1010.  This this is essentially uninformative between 10–4 and 104.   

For the random effects, we used independent inverse Wishart (IW) distributed priors.  The IW distribution has a probability 

density of zero for values up to zero, a large spike above zero and a long, flat tail for values above the spike.  Reducing the value 

of either parameter of the IW distribution (the variance at the limit V and the degree of belief ) causes the spike to move left, 

towards zero.  Therefore, IW distributed priors are weakly informative for a variance component provided that its posterior 

distribution does not have high probability density at the spike.  Since reducing V and  also causes model fitting to slow down, 

we searched for relatively high values of V and  that gave estimates that were not affected by the spike of the IW distribution.  

For the single and multiple GE data we chose V = 1 and  = 0.002, and for the somatic fitness data we chose V = 0.1 and 

 = 0.0002. 

Autocorrelation:  We began by running a Markov chain for 1.5105 iterations.  We then analyzed the autocorrelation function 

between consecutive parameter values of the Markov chain at successive iterations for the last 105 iterations to determine how 

rapidly independence was achieved.  For the single and multiple GE data we chose to sample every 50 iterations from the 

posterior distribution, and for the somatic fitness data we chose to sample every 200 iterations. 

Convergence:  We then ran three parallel Markov chains and used the method of Gelman and Rubin (1992) (implemented in R 

through the coda 0.14-4 package, Plummer et al. 2006) to determine how quickly convergence was achieved.  For the single 

and multiple GE data convergence was achieved within ~105 iterations, and for the somatic fitness data convergence was 

achieved within ~106 iterations. 

Final MCMC analyses:  For the single and multiple GE data we allowed one Markov chain to run for a burn-in period of 106 

iterations after which we ran 107 iterations and sampled from the posterior distribution every 50 iterations, resulting in 2105 

stored values.   

For the somatic fitness data we allowed one Markov chain to run for a burn-in period of 4106 iterations after which we ran 

4107 iterations and sampled from the posterior distribution every 200 iterations, resulting in 2105 stored values.   
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