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S1. Distribution of Entropy and Predictability with Increased Sampling Rates 

To examine the effect of sampling rates on the distributions of entropy and predictability, we 

have increased the sampling rates of trajectory from once per day to two times ( 12S  and 12 ) 

and three times ( 8S  and 8 ) per day. Specifically we construct a trajectory for each individual 

by his/her observed location every 12 hours (12:00, 0:00) and every 8 hours (8:00, 16:00, 

0:00), respectively. Distribution of entropy and predictability for trajectories with more than 

80% known locations are shown in Fig. S1.  

We can see that, despite the different sampling rate, the distributions of S  and   are very 

similar to those shown in the main text, indicating that the sampling rate has little effect on 

our conclusion: that considering both the spatial and temporal correlation can reduce the 

uncertainties and improve predictability significantly.  
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Fig. S1. Distribution of entropy and predictability for trajectories sampled two times a day (A, B) and 
three times a day (C, D). In comparison to the daily trajectory from the main text, which has the median 

entropy (predictability) of 2.0 (0.25), 0.90 (0.84) and 0.71 (0.89), the median entropy (predictability) with 
increased sampling rate is 2.32 (0.20), 0.97 (0.84), 0.69 (0.90) for trajectories sampled twice a day, and is 2.59 
(0.17), 1.04 (0.83), 0.70 (0.90), respectively.  
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S2. Geweke Diagnostic 

Based on the Geweke Diagnostic method presented in the main text, the proportion of 

trajectories that passed the convergence test is presented in Fig. S2. We can see that when the 

length of tested chains 
1 1

, 1{ : 1,..., }i i tX x t n   varies from 20% to 50% of the length of the 

trajectory, the percentage of trajectories that passed the convergence test decreases from 65% to 

56%. By the end, the percentage of trajectories passed all the tests (i.e., for n1/n={0.2, 0.3, 0.4, 

0.5}) is 49%.  

 

 

Fig. S2. Proportion of individual trajectories that passed the Geweke test.  
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