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Description of different computations

Information Gain
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where m is the number of classes, P(c;) is the probability of the class ¢;, P(t) is the probability of the
term £, P(¢;|t) is the probability of a class given the term, P(E) is the probability that the term does not
appear, and P( C; |E) is the probability of the class given the term does not appear.

Term-Frequency Inverse-Document-Frequency

N
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where £f number of times a term occurs in a sentence, IV is the total number of sentences, and 7 is the

number of sentences in which the term appears.

Z-score Normalization

where 7 is a value of attribute A4, A is the mean of the attribute A, and g, is the standard deviation of the
attribute A.



