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Appendix E: Estimation Error of Fourier Coefficients for Simple Random Sampling

For the Fourier coefficient defined in eq. (13), we define

(9) PN ih(®)
C =a rl..rn_Ib a

f.r,

is the cosine Fourier coefficient and b‘”

n-hy

where a?

n..h

coefficient with

a® :(izf jg(G(e) ,G(6,))Cos(r,6, +---+1.6,)d6,---d6,

[ o )
_ E(g(G(Hl),...,G(Qn))Cos(rlel+...+ £0)).
2z 2z
b® :(L)nj...jg(G(el),...,G(gn))sm(rl@l+...+rngn)dgl...dgn
o 27[ 0 0

= E(9(G(6)..G(6,)Sin(56, +-+1,6,).

For the estimation of Fourier coefficient C@q.

cw —4” —ib®
1'n

.

where

(E1)

00 ineq.(15), we have

ay) = Z[Q(G(H(”) G(0,)Cos(rg” +-+-+1,0,)],

B, = z[g(cs(em) GOONSIN(AD +---+1,6, )]

Clearly, both éﬁf_)rn and bﬁf.)rn are unbiased estimator in view that
!

E(b(g) )= b<9> .

In view that {47,...,6.9, j=1,...,N}are random sample drawn in the @-space, the

variance of &) [i.e, V(& )] can be estimated as follows,

V() =< VIG(G(0),, B0 )COS(G, +-++1,0,)]
— - HELG*(B(6), B(6,)C0s" (56, ++-++1,0,)] - (2

Thus, we can calculate the expected value of (&, )*as follows,
1

is the sine Fourier

(E2)
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(E4)

(E5)

(E6)
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E@” )*=v(@” )+e*@” ). (E7)

Based on eq. (E5) and (E6), E(a(g) ) in eq. (E7) can be estimated as follows,

E@" ) = {E[gZ(G(Hl),...,G(@n))Cosz(rﬂl+--~+ ro)1-@“, )%}

(E8)
+@"7,_ )%
Similarly, we can show that the expected value of Bf)r
BB, )7 = <AELG (G(0), GOSN (16, ++++1,0)]- (6, )} (€9)

+ (b(")ﬁ”rn )2
Based on eq. (E3), (E8) and (E9), the expected value of amplitude |é§f?rn [ can be

estimated as follows,

E(CY,[)=EL@, ) + (6, )]
= E[(&), )21+ E[(6”) )*] (E10)
= (a(‘g)rl--rn ) + (b(g)rl..rn) + 59
Z‘Cw)q..rﬂ ? +5,
where
1 2_[@® 2+(b® )
6, =~AE[9(G(0).... GO ~[@”, )’ + (6, )T}
1 (E11)

2}'

= —{E[9(6(0)....C O -, ,

Based on eq.(E4) and the Central Limit Theorem, for a large sample size N, the

estimation error of Fourier coefficient a§ )r and bff)r will follow a normal

distribution. Statistically, we have
N % 4
agl..)rn - N(a( )rl..r 1V (a( ) ))

- (E12)
bl(‘lg..)l‘n - N(b(g)l‘ll‘n 'V(bl(‘lg)l‘n ))1

where N(u,v) represents a normal distribution with mean u and variance v. Based

on eq. (E6), this suggests that the estimation error for C decays at a rate of

Ty
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1 . . .
—— with an increasing sample size N.
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