
Multimedia Appendix 2 

As a compression algorithm, PPM is based on the notion of entropy introduced as a 

measure of a message uncertainty [1]:  
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where Hd is the entropy of text d; P(xi) is the probability of character xi (i = 1...n) for all 

characters in the text d. 

In practical tasks, the per-character entropy is used:  
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where probabilities of the characters can be estimated from the same text or from other 

texts. 

Cross-entropy is the entropy calculated for a text if the probabilities of its characters have 

been estimated on another text [2]:  
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where Hm
d is text d’s entropy obtained by the model m; pm(xi) - probability of character xi 

using model m for all characters in the text d (i = 1...n) m is a statistical model created on the 

base of another text. The cross-entropy between 2 texts is greater than the entropy of a text 

itself, because probabilities of characters in diverse texts are different:  
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Cross-entropy can be used as a measure of document similarity: the lower the cross-entropy 

for 2 texts is, the more similar they are. Cross-entropy can be used for text classification when 

several statistical models had been created using documents that belong to different classes 

and cross-entropies are calculated for an unknown text based on each model, the lowest value 

of cross-entropy will indicate the class of the unknown text. 
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