
1

Supplementary Text S3: Comparison of global optimization solvers.

In order to corroborate the robust performance and to evaluate the computational efficiency of our global
optimisation algorithms, we performed a systematic comparison of the enhanced scatter search (eSS)
approach with a number of standard implementations of state-of-the-art global optimisation methods in
MATLAB:

• Covariance Matrix Adaptation Evolution Strategy (CMA-ES, [1]),

• Differential Evolution (DE, [2]),

• Simulated Annealing (SA, Matlab code based on the original algorithm by [3]),

• Enhanced Scatter Search (eSS, [4]).

All of these algorithms were applied to the optimisation problem posed in equation (2) of the main paper.
The results are presented in Supplementary Figure S5. Ten independent optimisation runs were

performed for each method. Only the best curves for each method are shown. These curves indicate that
SA converges to the global optimum very robustly, but at an increased computational cost compared
to the other approaches. eSS, on the other hand, achieved the best performance, but with slightly
less robustness than SA (data not shown). The performance/robustness of the other methods lie in
between the two extremes represented by SA and eSS. For example, DE and CMA-ES show rather fast
convergence, but poor robustness, since up to one in three runs resulted in stagnation at local solutions
(not shown). From these results we conclude that the use of SA and eSS represents the best compromise
between efficiency and robustness.
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Figure S7. Convergence curves for different global optimisation approaches. Curves are
shown for the kni model. eSS: enhanced scatter search, CMAES: covariance matrix adaptation evolution
strategy, SA: simulated annealing, DE: differential evolution. ‘wls’ represents the weighted least squares
score (equation 2 in the main text). ’neval’ represents the number of model evaluations.
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