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Supplemental Methods

CoGAPS matrix factorization model

CoGAPS decomposes a data matrix D with n rows and m samples into patterns (rows of P) active

to varying degrees represented in columns of the amplitude matrix A as

D ∼ N (AP,Σ) , (1)

where N represents a univariate normal distribution for the i, j entry of D with mean given by

the corresponding entry of the matrix product AP and standard deviation in the i, j entry of Σ

(Figure 1a). The CoGAPS algorithm [5] enforces sparsity and non-negativity of the elements of A

and P to identify overlapping patterns active in the data. The number of rows of A and columns

of P (p) represents the dimensionality of the factorization found based upon pattern robustness

(described below). We note that the fit to the data is invariant to scale changes in P Because of

the matrix multiplication in eq (1)
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The non-zero values in columns of of A represent a collection of genes acting together in sam-

ples, determined from non-zero values in corresponding rows of P. Consistent with [7], we scale

each inferred matrix A and P by the corresponding uncertainty estimated with the MCMC algo-

rithm. As a result, values with small but certain non-zero values of A will have equivalent weight

to large but uncertain non-zero values, thereby accounting for the vastly different scales of mRNA

expression in different genes. We call the collection of inferred genes associated with each “pattern”

meta-pathways, and the amplitude in the corresponding pattern the meta-pathway activity (Fig-

ure 1b). We note that in this application, both meta-pathways and their associated activity across

samples are inferred from the genomic data alone, without prior biological knowledge of pathways

or clinical/experimental annotations.

Error models for DNA methylation and gene expression data

We assumed a 10% uncertainty in each matrix element for the gene expression data based upon [6].

Assuming that methylation β values for each probe follow a β distribution [4], we approximated

the standard deviation for β̃ as

σβ̃ =

[
1− β

β (M + U + 1)

]1/2
. (2)

This error model is large for unmethylated genes (β = 0), basing the factorization strictly on the

gene expression data reflecting variable reactivation of unmethylated genes. On the other hand,

the error model of eq. (2) approaches zero when a gene is fully methylated (β = 1), driving the

CoGAPS to find patterns which decay to zero for those samples and thus reflect epigenetic silencing

of gene expression (Figure 2a). To reflect technical variability of the array, we set the minimum

value of σβ̃ to be the minimum standard deviation of 0.008 estimated from log transformed β values

in replicate samples of Illumina Infinium HumanMethylation27 BeadChips arrays for a control cell

line in the cancer genome atlas (TCGA) [3]. As a result, Σβ̃ always remains above zero (Figure 2b),

enabling CoGAPS to fit meta-pathways in the data without forcing a perfect fit to any datapoint
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(Figure 2c).

Analysis of pattern robustness

Pattern association computed with ClutrFree [1, 2] is defined as the maximum Pearson correlation

between each of the patterns inferred from CoGAPS for p− 1 and each of the patterns for p. The

relative thickness of lines in the tree generated from ClutrFree represents relative magnitude of this

association [1]. Persistence quantifies the associations between each of patterns by comparing the

genes that with statistically significant amplitudes in the A matrix for the patterns inferred from

p−1 to statistically significant genes from each of the patterns at p [1, 2]. Both pattern association

and persistence are used to assess the appropriate number of dimensions p [2, 7].

CoGAPS identified up to six robust patterns in HNSCC data

We applied CoGAPS [5] to the combined methylation and expression from HNSCC tumors and

UPPP control sample. Identification of common expression and methylation patterns in these

samples relies first on accurate identification of the number of patterns in the data matrix. In

accordance with [2], we applied the factorization for p patterns ranging from two to fifteen and

assessed the χ2 fit and persistence in patterns (Figure 3). The χ2 fit to the combined DNA

methylation and expression dataset decayed monotonically with the number of patterns, with the

sharpest rate of decline occurring between two and six patterns. The persistence of gene membership

in patterns was constant when applying the matrix factorization for two to four patterns and then

decayed gradually, and finally dropped sharply at eight patterns. We note that the persistence

increased slightly at p = 10, suggesting greater similarity between CoGAPS patterns for p = 10

and p = 9 than p = 8 and p = 9. However, this robustness measure continued to decay beyond

p = 10 and never regained the relative stability observed for p between two and four.

The correlation between patterns inferred across samples provided an additional metric for

dimensionality selection. A tree diagram visualizing the relationships between these patterns (Fig-
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ure 4(a)) showed that patterns identified in p − 1 dimensions were also identified in the matrix

factorization for p with a minimum correlation coefficient of 0.83 for up to six total patterns. Sev-

eral of these patterns were not robustly identified (correlation coefficient below 0.5) once the total

number of patterns increases beyond six. Taken together, these results suggest that the matrix

factorization algorithm inferred robust solutions when the number of patterns is at most six. While

the χ2 fit and persistence implicate a single dimensionality in the datasets studied in [1, 7, 6], both

metrics remained relatively stable for p between two and six in this HNSCC dataset. However, the

relative drop in persistence at p = 4 and in χ2 fit at p = 6 suggested our meta-pathway analysis

decomposing the data matrix for p ranging from two to five.

Relative contribution of DNA methylation and gene expression to pattern sta-
bility

The agreement between the χ2 fit between the methylation (Figure 4(b)) and relative degradation

of the χ2 fit compared to expression data alone (Figure 4(c)) further confirmed the dominant role

of the methylation data in pattern inference. While the persistence likewise closely followed the

persistence of the factorization for the methylation data alone (Figure 4(d)), the sharp decrease

in persistence of the expression data (Figure 4(e)) was consistent with the decreased correlation

between patterns occurring at p of six.

Although χ2 error was larger for the integrated meta-pathway analysis than a similar analysis

on gene expression data alone, both fits to the data represented a substantial improvement over

the χ2 error of 6 × 106 for the empty matrices used to initiate CoGAPS. Moreover, at p = 5 the

fitted estimates for expression and methylation obtained from the product of A and P had greater

anti-correlation for the combined dataset (r = −0.28) than did fitted estimates for expression alone

with DNA methylation or the raw data (r = −0.25 for both). This anti-correlation was supported

by use of the log transform of β, for which the corresponding error model (eq (2)) weighed highly

methylated genes more in the decomposition (Figure 2b). Nonetheless, the accuracy of CoGAPS
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fits to DNA methylation had comparable accuracy when genes were fully unmethylated suggesting

little bias in the meta-pathways associated with DNA methylation changes (Figure 2c).
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Figure 1: (a) Illustration of CoGAPS matrix decomposition from eq (1) and (b) associated inference of gene
membership in meta-pathways and activity in samples.
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Figure 2: (a) Boxplot of gene expression for genes whose DNA methylation is within the indicated range,
reflecting hypothesized anti-correlation between gene expression and DNA methylation (r = −0.25). (b)
Boxplot of estimated uncertainty for DNA methylation from eq (2) for DNA methylation values within each
indicated range. (c) Percentage of DNA methylation measurements for which the CoGAPS fit to β disagrees
from the measured value by more than a threshold k for each measured value of β.
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Figure 4: (a) Tree diagram generated with ClutrFree [1] showing the relationship between patterns inferred
from applying the CoGAPS [5] matrix factorization to combined gene expression data and log transformed
DNA methylation data for total number of patterns p from 2 to 15 (from top to bottom). Thickness of
lines and numbers represent the Pearson correlation between each of the subsequent patterns identified in
the matrix factorization. (b) Comparison of χ2 fit as a function of the number of patterns when applying
the matrix factorization to only the log transformed DNA methylation data (blue) or to the combined data
calculated only for DNA methylation genes (black). (c) As in (b) with expression data (red). (d) Comparison
of the persistence between patterns computed with ClutrFree [1] for log transformed DNA methylation data
only (blue) and combined methylation and expression data (black). (e) As for (d) with expression data (red).
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