*F9YFigure 1: Performing Detrended Fluctuation Analysis
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eFigure 2

eFigure 2: Relationship between LF:VLF and Scaling Coefficients

1.5

1.0

Adjusted R® = 0.42

Ratio of Low to Very Low Frequency Power

0.5

0.0

0.5 1.0 1.5 2.0 2.5
Ratio of Scaling Coefficients



Appendix

Appendix: Time, Frequency, and Complexity Domain Metrics from tachogram

Time Domain:

The mean u was calculated as
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where 7 is the number of samples in X. The variance is calculated as
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The square root of the variance is the standard deviation of the signal. The root mean

square (RMS) value of the signal is calculated as

RMS =

Frequency Domain:

Welch’s method was used to estimate the power spectra.[1] This method separates the
time signal into K successive blocks of length M samples each, multiplies each block
with a window function w(n), calculates the squared magnitude of the Fourier transform
of each windowed block, and then averages the results to obtain the estimated power

spectrum SY (f;.)is defined as follows:
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where x,(n) represents the mth block of data and N is the FFT size. The original time
series was sampled at f; = 500 Hz, and f;, = % . We used, K=8 and each block

maintained a 50% overlap with adjacent blocks in our analysis.

We also calculated the power spectral density (PSD) using an auto-regressive function
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where S(f) is equal to the PSD of the original time series. The variance of the noise for
the estimated AR model is given as o°. The variable a contains the AR model
coefficients, where a = [ag = 1, ay, ay,... ;] and [=16 is the order of the AR estimation.
The AR coefficients were estimated by minimizing the sum of the squared Lth order

forward prediction errors over the length of the data.
VLF (Very Low Frequency) range: 0.0-0.04 Hz
LF (Low Frequency) range: 0.04-0.15 Hz

HF (High Frequency) range: 0.15-0.4 Hz

Complexity Domain:

Sample Entropy [2,3]: Sample Entropy is a nonlinear dynamic analysis method. It can
be defined as the negative natural logarithm of the Conditional Probability in a data set of
length ‘N’ that a dataset will repeat itself for ‘m+1’ points given that the dataset has

repeated itself for ‘m’ points with a tolerance ‘r’.



We computed sample entropy in the following steps.
1. The RR interval series (x;), is normalized by the following equation.
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u is the mean of the RR interval series.

2. The resulting series y; is then inspected for the number of matches within the
tolerance range ‘»’ for up to a length of m and m+1 points.

3. The number of matches of m+1 points is divided by the matches of m points,
which gives the conditional probability of m+1 points matching with respect to m
points.

4. The negative natural logarithm of the above ratio is sample entropy.

Scaling coefficients (a) from detrended fluctuation analysis [4]

Following the techniques of Peng et al, we first integrated the tachogram. The integrated
tachogram is then divided into P intervals of equal length, and a least-squares line fit y,(r)
is found for each interval. The integrated tachogram y(r) is detrended by subtracting y,(r)

from y(r). The root mean-square fluctuation of this detrended signal is then calculated as
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The fluctuation plot is the graph of the log of F(n) vs. the log of window size (n). We
estimated the short-term scaling coefficient al as the slope of the straight line

approximation of the fluctuation plot for window sizes from 4 to 31 beats (10°°to 10').



The long-term scaling exponent a2, was similarly found as the slope of the straight line

approximation of the fluctuation plot for window sizes greater than 100 beats (107).
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