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A Computational Model of Circadian Desynchronization
Predicts Faster Entrainment
How can vasoactive intestinal polypeptide (VIP) both synchronize
and desynchronize circadian cells? Underlying this apparent con-
tradiction may be a phase-tumbling mechanism similar to the “run
and tumble” mechanism of bacterial chemotaxis (1), where su-
prachiasmatic nucleus (SCN) neurons receiving VIP stimulation
at a phase far from the phase angle of entrainment would “tumble”
their phases. This would result in reduced synchrony among the
circadian cells. In contrast, SCN neurons receiving VIP stimulation
near their phase angle of entrainment would “run” toward it.
A fundamental consequence of the phase-tumbling hypothesis

is that a desynchronized SCN should entrain faster than a syn-
chronized SCN to a large shift in the environmental cycle. To test
this, we generated a cell model that is a stochastic adaptation of
Leloup and Goldbeter’s deterministic model of circadian gene
regulation (2) that includes coupling (3) and a mechanism for
light input (4). In our simulations, cells were initialized with
either random or synchronized phases. The light cycle was sim-
ulated with daily release of VIP. The phases of the cells were
tracked by the time of their daily Period (PER) protein peak,
using the Morlet continuous wavelet transform (5). Our sto-
chastic model of the SCN predicted that cells with random initial
phases would entrain, on average, 1–5 d faster (depending on the
size of the scheduled shift) than cells with synchronized phases.
Further, it predicted that VIP exposure would reduce the ampli-
tude of the synchronized population by reducing synchrony (Fig.
S2). Thus, importantly, the stochastic model can explain both the
desynchronization and rapid entrainment of the SCN by VIP.
The phase-tumbling hypothesis was motivated by the phase

response distribution (PRD) (Fig. S3) of our stochastic model. A
PRD is similar to a phase response curve (PRC), in that it plots
the change of phase as the result of a pulse of light (represented in
our model as a pulse of VIP) at a given time. It differs from the
PRC in that it shows the distribution of the responses, as opposed
to the aggregate response. There are a number of important
features of this PRD. First, note that the region that is roughly
between circadian time (CT)2 and CT10 is stable, in the sense
that a pulse of light is unlikely to shift the phase outside this
region and is in fact likely to shift the phase toward the phase
angle of entrainment near CT4. Second, there is greater phase
dispersion outside this region, with greatest phase dispersion
occurring near CT22. In short, given a pulse of light between
CT2 and CT10, the circadian cells are running toward CT4 (but
occasionally tumbling along the way). In contrast, given a pulse of
light elsewhere, the cells are more likely to be tumbling their phases.
To see the effects of desynchronization using the PRD, con-

sider starting with a synchronized system and applying a pulse of
light at CT19.5 and every 24 h thereafter. The full distribution
information available in the PRD is used to determine the proba-
bility that a cell at a givenCTwill shift to any otherCT. To do this,
we bin the CTs and form a histogram, as shown in Fig. S3, and
then we apply the entrainment signal. Fig. S3, Left shows the
phase distribution at 24-h intervals for cells that are completely
desynchronized when they receive the initial entrainment signal.
Fig. S3, Right illustrates the process of entrainment to a large
shift in the environmental cycle for cells that are initially syn-
chronized: It is clear that the cells first desynchronize and then
entrain; hence the total time to entrainment is longer than if
they had started out desynchronized.

Intrinsic stochasticity, due to small populations of key chemical
species, naturally results in a PRD that is consistent with phase
tumbling. The structure of the Leloup and Goldbeter (2) model
suggests the source of the variability in the phase dispersion.
The rate of change of Per mRNA in the nucleus is defined as the
sum of three terms that characterize (i) the transcription rate,
(ii) the transport rate from the nucleus to the cytoplasm, and (iii)
the Per mRNA degradation rate. Augmenting VIP increases the
variability of nuclear Per mRNA accumulation when nuclear–
cytoplasmic transport rates and degradation rates are low (near
CT22), whereas the effect of VIP application near CT4, when
transport and degradation rates are high, is much smaller.

Model Description
The behavior of circadian cells in the SCN was modeled with a 2D
7 × 7 rectangular grid of 49 stochastic circadian cells. Each cell
was coupled to its two nearest surrounding neighbors (5 × 5
kernel) via intercellular VIP signaling (3). Periodic (wrap) boundary
conditions were used at the edge of the overall 7 × 7 grid. Each
stochastic cell is defined by a set of discrete stochastic reactions
(Tables S1–S3) that represent its internal gene regulatory network.
We adapted the Leloup and Goldbeter 16-state deterministic
model (2) to a discrete stochastic model by using a scaling con-
stant Ω= 90 to convert molar concentrations to number of mol-
ecules (4). All parameter values (Table S4) were the same as
reported by Leloup and Goldbeter (2) and To et al. (3) except the
basal Per mRNA transcription rate ðνsP0 = 1:1Þ and maximum
effect of the CREB-binding element on the Per gene (CT = 0.4).
The addition of VIP was modeled by increasing the Per tran-

scription rate to νsP0 = 5:5 and then decaying exponentially back
to 1.1 with a half-life and duration of 2 h. Initial conditions were
chosen from the result of a previous synchronized (unperturbed)
run at either different random times for each cell (for a de-
synchronized initial condition) or a single time for all cells (for a
synchronized initial condition). Simulations were performed us-
ing the direct method of the stochastic simulation algorithm
(SSA) (6). Time steps ranged from 2e-13 h to 2e-4 h and results
were recorded at time intervals of 0.1 h. The simulation was coded
in the C++ programming language and run on the Triton Com-
pute Cluster at the San Diego Supercomputer Center.
To convert molar concentrations in the deterministic model to

populations (number of each chemical species) requires converting
the concentration to units of molecules per liter and then multi-
plying by a cell volume V. The scaling constant Ω is given by

Ω=NA ½molecules=liter�×V ½liters�; [S1]

where Avogadro’s number NA = 6.022 × 1023.

Intercellular Coupling
The intercellular coupling (3) is defined by the following equations.
The VIP produced by a cell is

ρiðtÞ= aΩ
MP;iðtÞ

MP;iðtÞ+ bΩ
: [S2]

The VIP observed by cell i due to cell j is

γiðtÞ=
1
e

XN
j=1

αijρjðtÞ; [S3]

where αij is the reciprocal of the distance between cells i and j.
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The sum of weight factors across the population is

e=
1
N

XN
i=1

XN
j=1

αij: [S4]

The receptor density is

β=
γ

KDΩ+ γ
: [S5]

The cytosolic calcium balance is

kΩCa2+Cytosol = ν0Ω+ ν1Ωβ: [S6]

The maximum kinase rate is

νK =VM   KΩ
Ca2+Cytosol

Ka +Ca2+Cytosol
: [S7]

The extent of CREB activation is

λ=
CBTCB p

KCΩ+CBTCB p
: [S8]

The maximum per transcription rate is

νsP = νsP0Ω+CTλ: [S9]

Data Analysis
Simulationdatawereanalyzedusing theMorlet continuouswavelet
transform (CWT) as follows: To reduce edge effects, the original
data for analysis were first mean centered and then padded with
equal-length zeros at the beginning and end of the dataset. The
CWT was calculated in the Fourier domain, using published
methods (7), after which the zero padding was removed. The
standard representation of scales as voices within octaves was
used, with 32 voices per octave. The translation-by-translation
maximum of the norm was selected as the ridge, from which the
instantaneous period and phase were obtained (8). Synchro-
nization was evaluated from phase vectors via the Rayleigh
statistic (9) as the magnitude of the mean phase vector across
all cells; this value ranges between 0 and 1, where a value of 1
indicates perfect synchronization with all oscillators at iden-
tical phases, and a value of 0 indicates a uniform distribution of
phases about the clock. All wavelet transforms were performed
in MATLAB, using the WAVOS wavelet analysis package,
which is freely available for download from http://sourceforge.
net/projects/wavos/files/.
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Fig. S1. (A) VIP reduces the amplitude of PER2 rhythms after three washes. A representative trace from a SCN explant treated with 10 μM VIP at CT11 (arrow),
followed by three full medium changes after 1 h, shows that the amplitude of PER2 rhythms decreased rapidly and slowly recovered similar to that in cultures
treated without removing VIP from the dish. (B) Compared with VIP, stimulation with 30 μM glutamate (Glu) or 1 μM gastrin-releasing peptide (GRP) at CT22
modestly reduced the amplitude of PER2 expression on the day after application (*P < 0.05, **P < 0.01; one-way ANOVA followed by a Scheffé test; n = 4–7
SCN per treatment).
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Fig. S2. A computational model reveals that phase tumbling of circadian oscillators explains VIP-induced desynchrony and predicts that phase tumbling can
speed entrainment. (A and B) PER protein levels from stochastic simulations of 49 SCN neurons started with (A) random and (B) synchronized initial phases and
then were subjected to a 10-h phase shift via VIP pulses every 24 h (triangles). (C) The mean mRNA level of the 49 cells illustrates the loss of amplitude in the
population signal due to loss of synchrony between cells that were initially synchronized (green) or desynchronized (blue). Circles mark PER peaks. (D) Syn-
chronization index and (E) daily peaks of PER (circles, mean ± SEM) show that desychronized cells (blue) entrain to VIP (triangles) more quickly than syn-
chronized cells (green).
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Fig. S3. Model SCN cells display a time-dependent, stochastic response to VIP stimulation. Consistent with the published phase response curve to VIP, on
average (black line), VIP delayed circadian rhythms of individual cells when applied during most of the subjective day (CT5–20) and advanced rhythms when
applied during the late subjective night to early morning (CT20–5). The SD of the phase shifts (gray lines) was greatest around CT22 and smallest around CT4
(vertical gray lines). Each point represents the shift of a single, simulated cell in a single VIP application. Each color shows results from five repeated, Monte
Carlo trials simulating VIP treatment of 49 uncoupled cells. CT0 was defined as the minimum in Period gene expression as determined by WAVOS, a MATLAB
toolkit for wavelet analysis (5). Note that the time of least-phase dispersion (CT4) corresponds to the published time when daily VIP entrains SCN rhythms, but
that VIP at any time induces phase dispersion (tumbling). These computational modeling results provide a mechanism by which VIP both reduces synchrony
among cells and, when released daily, can entrain SCN rhythms.

Fig. S4. A pulse of light was applied to the simulated cells at CT19.5 and every 24 h thereafter. Histograms showing the distribution of cells at 24-h intervals
were computed from the PRD. They show rapid convergence to the stable point near CT4 when the initial distribution is desynchronized (Left). When the initial
distribution is synchronized (Right), the cells first desynchronize before reentraining and converging to the stable point near CT4. The red asterisks show the
mean time of maximal PER expression of each distribution of simulated cells.
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Table S1. Reactions in 16-state Leloup and Goldbeter model

Reaction no. Reaction Probability of reaction Transition

dMP

dt
0 G→G+MP w0 = ðνsPΩÞ Bn

N

ðKAPΩÞn +Bn
N

MP →MP +1

1 MP → w1 = ðνmPΩÞ MP

ðKmPΩÞ+MP

MP →MP −1

2 MP → w2 =kdmpMP MP →MP −1
dMC

dt
3 G→G+MC w3 = ðνsCΩÞ Bn

N

ðKACΩÞn +Bn
N

MC →MC +1

4 MC → w4 = ðνmCΩÞ MC

ðKmCΩÞ+MC

MC →MC −1

5 MC → w5 =kdmcMC MC →MC −1
dMB

dt
6 G→G+MB

w6 = ðνsBΩÞ ðKIBΩÞm
ðKIBΩÞm +Bm

N

MB →MB + 1

7 MB → w7 = ðνmbΩÞ
MB

ðKmBΩÞ+MB

MB →MB − 1

8 MB → w8 =kdmbMB MB →MB − 1
dPC
dt
9 MP →PC w9 =kspMP PC → PC +1
10 PC → PCP w10 = ðV1PΩÞ PC

ðKpΩÞ+PC

PC → PC −1

11 PCP → PC w11 = ðV2PΩÞ PCP
ðKdpΩÞ+PCP

PCP → PCP +1
PC → PC +1

12 PCC → PC +CC w12 =k4PCC PCP → PCP −1
PC → PC +1

13 PC +CC → PCC w13 =
�
k3
Ω

�
PCCC

CC →CC +1
PCC → PCC −1
PC → PC −1

14 PC → w14 =kdnPC CC →CC −1
PCC → PCC +1
PC → PC −1

dCC

dt
15 MC →CC w15 =ksCMC CC →CC +1
16 CC →CCP w16 = ðV1CΩÞ CC

ðKpΩÞ+CC

CC →CC −1

17 CCP →CC w17 = ðV2CΩÞ CCP

ðKdpΩÞ+CCP

CCP →CCP +1
CC →CC +1

18 CC → w18 =kdncCC CCP →CCP −1
CC →CC −1

dPCP
dt
19 PCP → w19 = ðνdPCΩÞ PCP

ðKdΩÞ+ PCP

PCP → PCP −1

20 PCP → w20 =kdnPCP PCP → PCP −1
dCCP

dt
21 CCP → w21 = ðνdCCΩÞ

CCP

ðKdΩÞ+CCP

CCP →CCP −1

22 CCP → w22 =kdnCCP CCP →CCP −1
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Table S2. Reactions in 16-state Leloup and Goldbeter model

Reaction no. Reaction Probability of reaction Transition

dPCC

dt
23 PCC → PCCP w23 = ðV1PCΩÞ PCC

ðKpΩÞ+PCC

PCC → PCC −1

24 PCCP → PCC w24 = ðV2PCΩÞ PCCP

ðKdpΩÞ+ PCCP

PCCP → PCCP +1
PCC → PCC +1

25 PCN → PCC w25 =k2PCN PCCP → PCCP −1
PCC → PCC +1

26 PCC → PCN w26 =k1PCC PCN → PCN −1
PCC → PCC −1

27 PCC → w27 =kdnPCC PCN → PCN +1
PCC → PCC −1

dPCN

dt
28 PCN → PCNP w28 = ðV3PCΩÞ PCN

ðKpΩÞ+PCN

PCN → PCN −1

29 PCNP →PCN w29 = ðV4PCΩÞ PCNP

ðKdpΩÞ+ PCNP

PCNP → PCNP +1
PCN → PCN +1

30 PCN +BN → IN w30 =
�
k7
Ω

�
PCNBN

PCNP → PCNP −1
PCN → PCN −1

31 IN → PCN +BN w31 =k8IN BN →BN −1
IN → IN +1

PCN → PCN +1
32 PCN → w32 =kdnPCN BN →BN +1

IN → IN −1
PCN → PCN −1

dPCCP

dt
33 PCCP → w33 = ðVdPCCΩÞ PCCP

ðKdΩÞ+PCCP

PCCP → PCCP −1

34 PCCP → w34 =kdnPCCP PCCP → PCCP −1
dPCNP

dt
35 PCNP → w35 = ðVdPCNΩÞ PCNP

ðKdΩÞ+PCNP

PCNP → PCNP −1

36 PCNP → w36 =kdnPCNP PCNP → PCNP −1
dBC

dt
37 MB →BC w37 =ksBMB BC →BC +1
38 BC →BCP w38 = ðV1BΩÞ BC

ðKpΩÞ+BC

BC →BC −1

39 BCP →BC w39 = ðV2BΩÞ BCP

ðKdpΩÞ+BCP

BCP →BCP + 1
BC →BC +1

40 BC →BN w40 =k5BC BCP →BCP − 1
BC →BC −1

41 BN →BC w41 =k6BN BN →BN +1
BC →BC +1

42 BC → w42 =kdnBC BN →BN −1
BC →BC −1

dBCP

dt
43 BCP → w43 = ðVdBCΩÞ BCP

ðKdΩÞ+BCP

BCP →BCP − 1

44 BCP → w44 =kdnBCP BCP →BCP − 1
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Table S3. Reactions in 17-state model based on 16-state Leloup and Goldbeter model with
added CREB equation

Reaction no. Reaction Probability of reaction Transition

dBN

dt
45 BN →BNP w45 = ðV3BΩÞ BN

ðKpΩÞ+BN

BN →BN −1

46 BNP →BN w46 = ðV4BΩÞ BNP

ðKdpΩÞ+BNP

BNP →BNP +1
BN →BN +1

47 BN → w47 = kdnBN BNP →BNP −1
BN →BN −1

dBNP

dt
48 BNP → w48 = ðVdBNΩÞ BNP

ðKdΩÞ+BNP

BNP →BNP −1

49 BNP → w49 = kdnBNP BNP →BNP −1
dIN
dt
50 IN →

w50 = ðVdINΩÞ IN
ðKdΩÞ+ IN

IN → IN −1

51 IN → w51 = kdnIN IN → IN −1
dCB*

dt
52 CBp →

w52 =Ω
�

νP
CBT

���
νK
νP

�
Ω−CBp

K1 + ðΩ−CBpÞ
�

CBp →CBp +1

53 CBp →
w53 =Ω

�
νP
CBT

�
CBp

K2 +CBp

CBp →CBp −1

Table S4. Model parameter values

Parameter Value

k1ð1=hÞ 0.4
k2ð1=hÞ 0.2
k3ð1=ðnM ·hÞÞ 0.4
k4ð1=hÞ 0.2
k5ð1=hÞ 0.4
k6ð1=hÞ 0.4
k7ð1=ðnM ·hÞÞ 0.5
k8ð1=hÞ 0.1
kAPðnMÞ 0.7
kACðnMÞ 0.6
kIBðnMÞ 2.2
kdmbð1=hÞ 0.01
kdmcð1=hÞ 0.01
kdmpð1=hÞ 0.01
kdnð1=hÞ 0.01
kdncð1=hÞ 0.12
KdðnMÞ 0.3
KdpðnMÞ 0.1
KpðnMÞ 0.1
KmBðnMÞ 0.4
KmCðnMÞ 0.4
KmPðnMÞ 0.31
ksBð1=hÞ 0.12
ksCð1=hÞ 1.6
ksPð1=hÞ 0.6
m 2
n 4
V1BðnM=hÞ 0.5
V1CðnM=hÞ 0.6
V1PðnM=hÞ 0.4
V1PCðnM=hÞ 0.4
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Table S4. Cont.

Parameter Value

V2BðnM=hÞ 0.1
V2CðnM=hÞ 0.1
V2PðnM=hÞ 0.3
V2PCðnM=hÞ 0.1
V3BðnM=hÞ 0.5
V3PCðnM=hÞ 0.4
V4BðnM=hÞ 0.2
V4PCðnM=hÞ 0.1
VphosðnM=hÞ 0.4
νdBCðnM=hÞ 0.5
νdBNðnM=hÞ 0.6
νdCCðnM=hÞ 0.7
νdINðnM=hÞ 0.8
νdPCðnM=hÞ 0.7
νdPCCðnM=hÞ 0.7
νdPCNðnM=hÞ 0.7
νmBðnM=hÞ 0.8
νmCðnM=hÞ 1.0
νmPðnM=hÞ 1.1
νsBðnM=hÞ 1.0
νsCðnM=hÞ 1.1
νsP0ðnM=hÞ 1.1
Ω 90
a 10.0
b 4.0
N 49
KDðnMÞ 2.0
kð1=hÞ 10.0
ν0ðnM=hÞ 0.5
ν1ðnM=hÞ 5.0
VMKðnM=hÞ 8.0
KaðnMÞ 2.5
CBT ðnMÞ 1.0
KCðnMÞ 0.3
CT ðnMÞ 0.4
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