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Molecular Simulations of a Dynamic Protein Complex: Role of Salt-Bridges
and Polar Interactions in Configurational Transitions
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ABSTRACT Ion charge pairs and hydrogen bonds have been extensively studied for their roles in stabilizing protein complexes
and in steering the process of protein association. Recently, it has become clear that some protein complexes are dynamic in
that they interconvert between several alternate configurations. We have previously characterized one such system: the
EphA2:SHIP2 SAM-SAM heterodimer by solution NMR. Here we carried out extensive all-atommolecular-dynamics simulations
on a microsecond time-scale starting with different NMR-derived structures for the complex. Transitions are observed between
several discernible configurations at average time intervals of 50–100 ns. The domains reorient relative to one another by sub-
stantial rotation and a slight shifting of the interfaces. Bifurcated and intermediary salt-bridge and hydrogen-bond interactions
play a role in the transitions in a process that can be described as moving along a ‘‘monkey-bar’’. We notice an increased density
of salt bridges near protein interaction surfaces that appear to enable these transitions, also suggesting why the trajectories can
become kinetically hindered in regions where fewer of such interactions are possible. In this context, even microsecond molec-
ular-dynamics simulations are not sufficient to sample the energy landscape unless the structures remain close to their exper-
imentally derived low-energy configurations.
INTRODUCTION
Accurate prediction of protein complexes remains a chal-
lenge when no structural or sequence homology is available,
or in cases where the proteins undergo considerable confor-
mational changes upon association (1,2). Recently, it has
also become apparent that some protein complexes are inher-
ently dynamic, fluctuating locally or even at the (sub-)
domain level, between different configurations (3–6). We
have been characterizing such a protein complex by solution
NMR measurements (6), and here by molecular-dynamics
simulations. Previous studies have shown that the free-
energy landscape of protein-protein complexes can range
from simple funnel-like to highly complicated terrains
(7,8). How residue-residue and residue-solvent interactions
determine the nature of the landscape, andwhich interactions
allow transitions between low energy configurations, are
important features of protein interactions that remain to be
understood in detail (9,10). In particular, the roles of ion-
pair and hydrogen-bond interactions for the stability of the
protein complex and for the process of protein association
have been heavily studied, indicating sometimes complex
and often context-dependent contributions (11,12).

Here we study two features of the ensemble of structures
that comprise a dynamic protein complex, as explored by
extensive molecular dynamics simulations.

First, the 2.4-ms all-atom molecular dynamics simulations
of the complex are used to sample the energy landscape;
cluster centers are validated with respect to the experimental
NMR restraints. However, the results also suggest that sim-
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ulations can go off-course, leaving a simple landscape to
become trapped in a more restrictive terrain. Second, the tra-
jectories are used to examine transitions between different
configurations of the protein-protein complex, especially
with respect to the role of ion pairs (salt bridges) and
hydrogen-bond interactions in enabling the transitions.
Finally, these two findings are proposed to be related,
considering the distribution of surface groups.
COMPUTATIONAL METHODS

Simulations were performed starting from NMR-derived configurations of

the EphA2:SHIP2 SAM-SAM complex, using both the software NAMD

Vers.2.8 (13) and the ANTON Supercomputer (14) simulation programs.

The structures have been determined previously in the laboratory (6)

from solution NMR restraints.
Molecular-dynamics simulations

Six simulations were run, each started with different structures. Three sim-

ulations began with the lowest energy structures of three different configu-

rations that were derived (Clusters1–3). A fourth structure was the next

lowest energy structure of the Cluster3 configuration. The fifth simulation

was started with a Cluster1-like configuration that was derived by NMR re-

straints in a calculation omitting several unambiguous distance restraints.

The sixth simulation began with a structure far away from the others

(arising as a minor population in the second, control calculation as

described in Lee et al. (6)). The starting structures were solvated in a rect-

angular box of explicitly represented water (TIP3P), minimized and equil-

ibrated for 20 ns using unrestrained all-atom molecular-dynamics (MD)

simulation at constant temperature and pressure (300 K and 1 atm). The

simulation box contained ~16,500 TIP3P water molecules, and the box

size was around 90 � 70 � 70 Å3. The standard particle-mesh Ewald

method was applied to calculate the long-range electrostatic interactions.

The system was neutralized by adding ions to a concentration of 0.15 M
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NaCl. The CHARMM27 all-atom potential function was used including the

CMAP correction (15). For nonbonded calculations, a cutoff of 12 Å was

used. All bonds, involving hydrogen, were kept rigid using the SHAKE

algorithm, allowing 2-fs timesteps. After 20-ns NAMD simulations, we

continued the calculations with the ANTON Supercomputer for 2.4 ms. Co-

ordinates were saved every 50 ps.
Trajectory analysis

K-class clustering of the trajectories was carried out using the software

WORDOM (16). Solvent-accessible surface calculation used the Lee and

Richards algorithm in the CHARMM program (Academic edition from

Harvard University) with a probe radius of 1.4 Å. Distances of all protein

side-chain hydrogen-bond donors and acceptors to the nearest group across

the interface and to water were calculated. The groups involved were iden-

tified and intergroup distances were plotted (see Fig. 4). For Table 1, any

residue involved in interactions in the four main interface configurations

(derived by clustering the four trajectories showing transitions) was counted

as an interface residue.
RESULTS AND DISCUSSION

We previously reported the refined structure of the EphA2:
SHIP2 SAM-SAM complex (6). While 80% of the NMR-
refined structures populated one cluster of conformations
(referred to as Cluster1), two additional clusters of struc-
tures were observed (Clusters2 and 3; Fig. 1). These struc-
tures required further investigation because one of them
(Cluster2) was close to the earlier model that had been
derived by another group from fewer, and only ambiguous,
NMR restraints (17). However, our study also indicated fluc-
tuations toward these alternative states in a 20-ns MD simu-
lation (6). Here we computed lengthy 2.4 ms trajectories on
the MD-optimized supercomputer ANTON (15), starting
with a structure representative of each of these three clusters
as well as other configurations. The simulations were run
with standard protocols (see Computational Methods). A
typical analysis carried out with the trajectories is shown
in Fig. 2. It is apparent that interconversions between Clus-
ters1 and 2 and more rarely with Cluster3-like structures
take place on a timescale of 50–100 ns (see Movie S1 in
the Supporting Material).

Interestingly, the other two trajectories (started with
Cluster2 and 3 structures) also sample states near Cluster1,
as did a fourth trajectory started with a Cluster1-like struc-
ture (see Fig. S1 in the Supporting Material). The four tra-
jectories were combined and clustered (Fig. 3 a), yielding
four main clusters of configurations, represented by cluster
centers, with occupancies of 53, 17, 15, and 9%, respec-
tively, as well as two minor clusters (<5% occupancy).
TABLE 1 Distribution of charged and H-bonding groups on

SAM domains

EphA2 charged H-bond SHIP2 charged H-bond

Interface 38% 46% 47% 21%

Noninterface 17% 23% 27% 15%
When these configurations are compared with the experi-
mental NMR data, it is clear that four of six clusters (popu-
lating 82% of structures) satisfy the NMR data reasonably
well, whereas two other clusters satisfy the NMR data less
well (see Table S1 a in the Supporting Material). A similar
picture emerges when structures from the two additional tra-
jectories, started with minor configurations (see Computa-
tional Methods), are added to the clustering. It is apparent
that these two trajectories do not move closer to any of
the main configurations, but are unconverged and appear
kinetically trapped in a region of the energy landscape
(Fig. 3 b, and see Table S1 b, Fig. S2, and Movie S2).

Clustering that includes these latter two trajectories
results in 14 cluster centers (only three with populations
>10%). Most do not satisfy the experimental data as
compared to the clusters from the four initial trajectories
(see Table S1). This raises the following question: what fea-
tures of a protein surface generate a smooth landscape that
provides facile but contained transitions, compared to sur-
faces and interactions that allow protein structures to
wander into complex and trapped terrains?

The principal clusters, which are sampled in the initial
four well-behaved trajectories, correspond to the experi-
mentally derived structures and show interconversion, as
noted above. Geometrically, the structures differ by the
alignment of the two SAM domains, both in terms of rota-
tion (measured by the angle between helix 5 of each domain,
Fig. 1, a–c) and by a slight shift in the interface (not shown).
An explanation for these different configurations are
different pairings of charged residues across the protein-
protein interfaces, as shown in Fig. 1 d. Several of the pair-
ings overlap, in part, participating in bifurcated bonding
with the same acceptor group. The evolution of key interac-
tions in the trajectory started with the Cluster1 configuration
is summarized in Fig. 4. It is apparent that, although some of
the residue-residue contacts, such as K917-D1224 and
K917-D1230, are mutually exclusive for large parts of the
trajectory, others display considerable degeneracy; that is,
they occur in several of the clusters, as pointed out for the
experimental structure determination. For example, in the
NMR-derived Cluster2 configuration, K956-D1235 and
K956K-E1238, can form simultaneously and these interac-
tions persist for considerable parts of the trajectory, because
the two residues (D1235 and E1238) are located close to one
another. This interaction is also seen as an intermediate in
transitioning to Cluster1-like configurations, where only
K956-D1235 can form.

When the closest separation distances are plotted as a
function of simulation time, it becomes apparent that
many transitions are associated with making and breaking
of contacts but in a manner that resembles movement along
a monkey bar, i.e., a new contact is formed before the pre-
vious one is released. This way the proteins always make
some interactions (i.e., in the vernacular sense, at least
one of the hands is on the bar). This is true for the other three
Biophysical Journal 105(10) 2412–2417



FIGURE 1 SAM-SAM heterodimer configura-

tions derived from NMR (6) (a) Cluster 2 with fifth

helix indicated in each domain; (b) Clusters 1–3,

with fifth helix in the SHIP2 SAM domain high-

lighted; (c) schematic showing different domain

orientations; and (d) ion-pairs across the interface

in the different configurations.
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trajectories that show frequent transitions (see Fig. S3, a–c).
Waters may participate in this process by forming bifurcated
hydrogen bonding. A detailed trajectory analysis shows that
amide and oxygen side-chain groups are close to water mol-
ecules throughout the trajectories (data not shown); the only
residue side-chain group that becomes fully desolvated in
many of the trajectories is SHIP2 W1223, but even this
group is desolvated only temporarily (last column of
Fig. 4, and similarly in Fig. S3, a–c). Solvation is likely to
be important for the transitions, as well as for protein-disso-
ciation and association processes (18). A dissociation of
proteins is not seen in these simulations, but detailed in
other simulations with a SAM-SAM complex where two
key interface residues have been mutated (unpublished
data).

The trajectories that move far away from the starting
structures show few interconversion events involving ion
pairs and hydrogen bonds (see Fig. S4, a and b). Examining
the surfaces in contact, there are fewer charged residues
(and H-bond donors and acceptors; see Table 1, above).
We find the protein-protein complex configurations that
are more highly populated also have more ion-pair and
hydrogen-bonding residue contacts than others. However,
having more interactions does not necessarily mean that
the total protein-protein interaction is stronger, and a
conclusion in this respect will require detailed free-
energy calculations. The suggestion that native protein-pro-
tein interfaces have characteristics that are different from
other protein surfaces has found support in several structural
analyses (9–12). In a followup study, we find that the disso-
Biophysical Journal 105(10) 2412–2417
ciation of mutant SAM-SAM complexes takes place from
configurations in which at least one of the interface regions
differs from those utilized by the dynamic and stable config-
urations near the experimental starting structures.

It should be noted that although the solvent-accessible
surface area, which is buried between the proteins, can fluc-
tuate significantly (e.g., Fig. S2 a), the proteins simulated
here never truly separate. Interactions, such as those of
R957-D1235 and R957-E1238, stay within contact distance
(<5 Å) (see Fig. S4, a and b). It is intriguing to note that the
latter interaction is not predominant in the four trajectories
that show configurational interconversion. Considering the
process of protein association, it is possible that such
anchoring interactions (19,20) may form easily but might
also trap the protein complex in a certain region of the
configurational landscape.

Given resources, it would be desirable to run even longer
simulations (hundreds of microseconds to milliseconds), but
our observations also need to be viewed against a back-
ground of studies that have shown that sampling can be
influenced by inadequacies in the potential function used
in the simulations (e.g., Trbovic et al. (21)), especially
when the energy barriers are high, such as in protein refine-
ment (22). However, along with recent reports (e.g., Zeiske
et al. (23)), this study suggests that if the protein complex is
maintained near experimentally derived configurations, a
realistic sampling and transitions may be obtained. Remark-
ably, we note that surfaces with fewer possible groups for
protein interactions appear to lead to slower transition
kinetics or even trapped states.



FIGURE 2 Trajectory analysis for a simulation started from a Cluster-1

conformation. (a) Root-mean-squared deviation from starting structures

for EphA2 and SHIP2 SAM domains as well as for the complex; (b) angle

between the fifth helix of the two domains (different configurations sampled

are indicated by color bars with reference to Fig. 1 c); and (c) buried

solvent-accessible surface area at the protein-protein interface. To see

this figure in color, go online.

FIGURE 3 Cluster centers from (a) four and (b) six 2.4-ms trajectories.

The clustering was done by side-chain, root-mean-squared deviation

(5.5 Å cutoff) of the residues at the Clusters 1–3 SAM-SAM interface.

Here the structures are superimposed on the EphA2 SAM domain (left)

for visual display. To see this figure in color, go online.
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This study extends observations and concepts developed for
protein folding and single-domain structural transitions to
protein-protein interactions. Specifically, hydrogen-bonding
intermediary states are known to play a role in helix-coil tran-
sitions (24–26) and in a cell-signaling protein (e.g., Lei et al.
(27)). The kinetic role of waters in these transitions is thought
to be small: Water moves around the protein much more
quickly than even its side-chain transitions (28). More impor-
tantly, as seen in the configurational transitionsdescribed here,
charged/polar side chains that line the protein-protein inter-
face remain at least partially solvated, as found in thegreatma-
jority of protein interfaces (18,29,30). By contrast, larger-
scale desolvation may be expected to slow protein association
events (e.g., Camacho et al. (31)).

Finally, experimental studies, examining possible func-
tional differences between the different configurations of
the EphA2:SHIP2 SAM-SAM complexes, are needed to
show that the different configuration have a biological sig-
nificance. This will be a considerable undertaking, because
the studies need to be carried out for the whole-length recep-
tor/SHIP2 protein as well as in proximity of the plasma
membrane, which may influence the equilibrium. For now,
however, our study delineates the behavior of the interaction
at the SAM-SAM domain level, and the dynamic nature of
the interface indicated by our previous NMR study can be
seen directly in microsecond simulations.
SUPPORTING MATERIAL

Two movies are available at http://www.biophysj.org/biophysj/

supplemental/S0006-3495(13)01129-6.
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FIGURE 4 Transitions between residue pairs

across the interface as a function of simulation

time. (Dark blue) Close contacts; (yellow to red)

distant interactions (scale on right). Contact pairs

are identified below and associated with cluster/

cluster-like configuration above (C#/C#0); see

also Fig. S3 in the Supporting Material. It is

apparent that in many transitions additional con-

tacts form before old ones are broken (indicated

by red arrows). For example, K956-D1238 forms

before K956-D1235 is broken at ~0.25 ms. Simi-

larly, R957 transitions from E1226 to E1230 and

then D1235 as partners, before returning to

D1224 and then D1223, around the same time.

This is conceptually similar to holding onto and

traveling along a monkey bar, as depicted below.
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Supplemental Movies  
 

Transitions are evident in the trajectory started with the cluster1 configuration (movie1), but not 
in the trajectory started with a structure far away from the major configurations (movie2, see 
methods). In both movies, the SAM domain mainchain is shown in ribbon representation, and is
aligned on the EphA2 SAM domain. Note that in the second movie, the configuration of the 
complex is with helix5 nearly antiparallel. This does not change/fluctuate over the course of the 
simulation (see Fig. S2b). 
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Supplemental Tables  
 
Table S1. Analysis of cluster centers. Coordinate frames from the four and six trajectories w
k-clustered by interface sidechain RMSD as described (cut-off 5.5 Å). Cluster center popula
in the trajectories and RMSD to starting structures is given (underlined value is the closest)
extent to which the experimental restraints are satisfied in these unrestrained calculations i
given; Q-factors for RDCs from the two alignment media and RMS deviation from ambiguou
and unambigious NOEs (experimental data from reference 5) are given. Q-factors ≥ 31% a
RMS NOE ≥ 1.0 A are in bold. In clustering all trajectories, the 8 of 14 cluster center structures 
no longer satisfy the NMR data well, amounting to 26% of structures (another 26% of struct
in cluster12 are near the cut-off). * Cluster centers are structures from the two non-converg
trajectories. 

 
Clustering of 4 
trajectories and rel. 
population 
 

 
Q-factor RDC1 

 
Q-factor RDC2 

 
RMS_NOE 
(Å) 

 
RMSD to cluster1 
(Å) 

 
RMSD to 
cluster2 (Å) 

 
RMSD to 
cluster3 (Å) 

Cluster1      15% 28.0 29.9 0.65 1.74 4.03 4.74 

Cluster2       4% 29.5 28.1 0.67 2.68 4.61 4.72 

Cluster3       1% 42.2 35.6 0.44 4.14 7.50 2.46 

Cluster4      17% 29.1 31.9 0.67 2.29 3.04 5.89 

Cluster5       9% 28.1 28.7 0.67 2.07 3.89 5.10 

Cluster6      53% 28.8 30.5 0.62 2.54 5.11 4.20 

Clustering of 6 
trajectories and rel. 
population 

Q-factor RDC1 
(%) 

Q-factor RDC2 
(%) 

RMS_NOE (Å) RMSD to cluster1 
(Å) 

RMSD to 
cluster2 (Å) 

RMSD to 
cluster3(Å) 

Cluster1      4% 39.0 31.7 0.70 3.20 5.00 5.00 

Cluster2      6% 27.9 29.1 0.63 2.90 3.44 6.28 

Cluster3      7% 29.4 30.5 0.47 3.93 4.75 6.07 

Cluster4    17% 27.7 28.8 0.66 2.51 3.81 5.70 

Cluster5      1% 28.2 30.3 1.08 7.12 5.38 9.77 

Cluster6      3% 29.2 29.5 1.20 2.76 5.06 4.61 

Cluster7*    2% 41.9 43.1 2.01 11.38 11.53 8.74 

Cluster8*    1% 27.2 29.9 0.94 5.66 8.83 2.98 

Cluster9*    5% 31.0 28.9 2.50 10.85 11.81 8.22 

Cluster10*  4% 29.8 30.6 1.26 10.40 11.57 7.53 

Cluster11   17% 29.3 28.5 0.48 3.91 5.49 5.10 

Cluster12   26% 30.6 31.0 0.54 3.61 4.11 6.39 

Cluster13    4% 38.0 32.8 0.83 5.48 3.41 8.83 

Cluster14    3% 35.1 29.1 0.77 3.42 4.47 5.76 

 
 
 
 
 
 



 

 
 
 
 
 
Supplemental Figures 
 
Figure  S1. Analysis of three trajectories (see Fig. 2 for description of parameters). Trajectories 
were started with a) a cluster1-like configuration (structure refined without unambiguous NOEs 
from reference 6), with b) cluster2 and c) the cluster3 structure. The RMSD is calculated from 
the starting structure (blue) and from the NMR derived cluster1 (green) as the reference.  
  

 
 
  



Figure S2. Analysis of two trajectories (see description for Fig. 2 and S1, above). Two 
trajectories that moved/stayed away from the NMR derived structures a) started with a cluster3 
structure and b) started with a structure away from the three NMR derived configurations (a 
minor configuration in the structure determination without unambiguous restraints, ref. 6). Note 
the expanded scale for the inter-helix angle compared to Fig. 2 and S1. 

 

 
 
 
 
 
 
 
 

 

 

 

 

 



Figure S3. Distances between ion pairs/hydrogen bond donor-acceptor groups across the 
interface, plotted as a function of simulation time. Distances are indicated by colors (dark blue 2 
Å to dark red 16 Å). The trajectories analyzed are those of Fig. S1. a) a cluster1-like 
configuration (see legend of Fig. S1), b) cluster2 and c) the cluster3 structure. For those contacts 
that match/are close to those the NMR derived clusters we use the label C1, C2, C3, whereas for 
those with contacts that partially match or a little away from NMR derived contact pairings we 
use C1’. 

 

 



 
 

 
 
 

 
  



Figure S4. Same as Fig. S3, but for the two trajectories that showed few transitions (see Fig. S2). 
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