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1 APPENDIX - SUPPLEMENTARY
MATERIAL

Proof. (Lemma 1): Given the linear system Apw, =
Xmy, with A, = XR, X" + C and X = QZ. Let
the columns of Q@+ span the orthogonal complement
of range(Q). Then we have:

T
Q+ Xmy,
=0

QT (XR,XT + C)w,
o+ cw,

(1)
(2)

This implies that Cw, € range(Q), so that w, €
range(C~1Q). O

Proof. (Lemma 2): Let U [Q, W] be a ma-
trix with orthonormal columns that is a basis for
range([Q, C~1Q]). From Lemma 1, we know that the
solution w, to Aw, = X'm,, satisfies w, € range(U).
Thus, write w,, as:

wp = Qup + Way, (3)

Then we may factorize Ayw, = Xm,, as:

UT(XR,,XTJrC)U[Z”} — UTXm,

p

ZR,ZT+QTCQ QTew 1[ @, ] [ Z
wTCQ WICW || a, | — |0 |™

The above may be separated into two systems of linear

equations:
(ZR,Z™ + QT CQ)w, + QTCWay,
wrCQuw, + WICWa,

Zmy, (4)
0 (5

Using the second system of equations to solve for a,
in terms of w, yields:
(6)

o, = —Fw,

where F = —(WTCW)"1WTCQ.
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Substituting (6) into (4) yields:
(7)

where A, = ZR,Z" +C and C = QTCQ — QTCWF.

prp =2Zmy,

After solving (7) for wp, and using (3) and (6), w, may
be computed as:

Qup + Way,

(@~ WPy

Wp



