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Appendix 

A1. Parametric likelihood based on the hybrid design 

 Under the normal assumption, the log likelihood function based on the pooled-unpooled 

data is in the form of 

                          
    

     
   

     
 

    
    

    

  

   

  
       

 

    
    

  

   

   

 

                                                        
  

 
         

  
  

 

 
   

   

 
         

    
     

Taking the corresponding first derivatives of the log likelihood function           
    

   yields 
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Let these first derivatives be equal to zero. Then we can obtain the following system of equations 

whose solutions are the maximum likelihood estimators. 

    
    

     
     

   

   
     

     
       

   

   

       
     

           
     

  
   

   
  

 

   
 
         

    

   

   
 

    
      

   

   

  
   

   
  

    
      

   

   

  
 

   
 

 
  

 To present the matrix  , we obtain the second derivatives of the log likelihood function as 

follows: 

    
      

  
  

  
    

   
 

   

  
    

 
  

    
    

   
  

    
     

   

   

     
    

     
 

        
    

   

   
    

   
 

  

      
    

     
 

   

    
    

   
  

    
    

   
  

    
     

   

   

   
    

     
 

        
    

   

   
    

   
 

  

    
    

     
 

   

    
    

   
  

    
      

 
   

  
 
   

    
    

     

  

   

  
     

   
    

   

   

   

  

    
      

 
   

  
    

   
    

     

  

   

  
     

   
    

   

   

   

  



    
   

    
 

  
    

 
    

   

   

    
    

     
 

        
    

   

   
    

   
 

  

     
    

     
 

   

    
    

   
  

The Fisher Information matrix I can be calculated as 

      
   

 

 
 

 
 
 
 
 
 
 

    
      

    
      

 

    
      

 

    
   

    

    
    

   
    

   
    

 

    
   

    

    
   

    
 

    
    

    
 
 
 
 
 
 

 

 

 
 
 
 
 
 
 

 

  
    

   
 

   

  
    

 
  

 
 

      
    

     
 

   

    
    

   
 

     
    

     
 

   

    
    

   

 
 

     
    

     
 

   

    
    

   
 

    
    

     
 

   

    
    

    
 
 
 
 
 
 

  

The asymptotic distribution of the maximum likelihood estimators (1) can be derived 

   

      

   
    

 

   
    

 

              

A2. The asymptotic distribution of the log empirical likelihood ratio test 

A2.1. The repeated measurements 

Under the null hypothesis, the empirical likelihood function based on repeated measures data is  

        
 

 

 

           

 

   

  

Thus, the EL ratio based on repeated measures data is given by 

 

    
   
    

   
 
   

      
  

 
 

 
 

 
           

 

   

             

 

   

  



where   is a root of 

 
      

           

 

   

    

By applying the Taylor expansion, we have  

  

 
      

           
          

 

   

           
 

 

   

      

 

   

 

where    is a remainder term (for details, see Owen [25], Vexler et al. [26]). 

Therefore, 

  
         

 
   

          
 
   

             

Now consider the log empirical likelihood ratio statistic in the form of 

                    

 

   

               

Again, by applying the Taylor expansion with           around zero, we obtain      

                                          
  

 
        

  

 

   

     

where    is a remainder term (for details, see Owen [25], Vexler et al. [26]). 

Substituting the approximate solution of   that we obtained yields 

        
          

 
     

          
 
   

 
          

 
     

          
 
   

  
         

 
   

           
 
   

    

where  



         
 
   

           
 
   

 
                         

 

Hence,  

         
         

 
   

           
 
   

  
 
   

                   

 

Therefore, we complete to outline the proof of Proposition 3.2.1. 

 

A2.2 The hybrid design 

 In a similar manner to Section A2.1., we present the empirical likelihood ratio based on 

the pooled-unpooled data in the form of 

    
   
    

   
  

   
   

   

   

      
   

 
  

 
  

 

       
     

   

 
   

 
   

 

           

   

   

  

   

  

                                           
      

  

   

             

   

   

   

 where    and    are roots of 

 
   

     

       
     

  

   

        
       

           

   

   

    

respectively. 

By applying the Taylor expansion, we have  

 
   

     

       
     

     
     

  

   

       
     

 

  

   

   

  

   

                 

where    is a remainder term (for details, see Owen [25], Vexler et al. [26]). 

Consequently, 



   
    

     
  

   

    
     

   

   

           

 

Similarly, one can obtain  

   
        

   

   

        
    

   

            

Now consider the log EL ratio statistic,               , presented in the equation (3). 

By applying the Taylor expansion with      
      and           around zeros, we obtain 

               
      

  
 

 
   

     
 
 

  

   

     

                             
  

 

 
       

 
 

   

   

      

where    and    are remainder terms (for details, see Owen [25], Vexler et al. [26]). 

Substituting the approximate solutions of           yields  
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Hence,  



              
      

  

   

                   

   

   

 

  
    

     
  

   

     
 
    

   

   

    
        

   

   

         
    

   

  
 
   

               

 

Thus, we complete the sketchy proof of Proposition 3.3.1. 

 


