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ABSTRACT The validity of macroscepic models for calcu-
lations of electrostatic energies in proteins is examined. The
Tanford-Kirkwood (TK) model is extended to include the self
energy of the ionized groups. It is shown that ionized groups
cannot exist inside nonpolar regions of proteins and argued
that the experimental finding of ions inside proteins proves
that the corresponding local environment is polar. The modi-
fied TK model (MTK model), which adjusts charge—charge
interactions by the corresponding solvent accessibilities, is
found to be inconsistent with the TK model, on which it is
based. The MTK model corresponds to a polar interior where-
as the TK model assumes a nonpolar interior. It is shown that
models that assume a high dielectric constant for proteins give
reasonable results for interactions between charged groups at
equilibrium. It is then explained why, in contradiction to com-
mon belief, protein interiors are polar around charged groups.
It is argued that in focusing on charge—charge interactions one
overlooks the key contribution of the protein dipoles in deter-
mining the self energy of charges in the interior of proteins.

Electrostatic interactions are among the key factors that de-
termine the structure and function of proteins (1). Thus it is
important to find ways to calculate electrostatic interactions
in proteins using available x-ray structures. The main diffi-
culty in such calculations is the complicated nature of the
microscopic dielectric effect. Recent attempts to evaluate
electrostatic interactions in proteins are divided into two
main approaches: (i) calculations that try to model, on a mi-
croscopic level, the complete electrostatic energy of the pro-
tein charges, protein permanent and induced dipoles, and the
surrounding water molecules (see, for example, refs. 2 and 3)
and (i) macroscopic approaches. The macroscopic ap-
proaches date back to the use of Kirkwood’s formula (4) by
Tanford and Kirkwood (5). This approach (which was pro-
posed before the availability of x-ray structures of proteins)
views the protein as a medium of low dielectric constant and
predicts (consistently with its assumptions) that all ionized
groups must be near the surface of the protein (6, 7). Experi-
miental findings of some ionized groups inside proteins indi-
cate that the model should be modified. An attempt to over-
come this problem, while retaining a macroscopic approach,
was made by Gurd and co-workers (8, 9), who modified the
Tanford-Kirkwood (TK) model by reducing the electrostatic
energy of each group in direct proportion to its solvent ac-
cessibility parameter (see ref. 10). This approach, which will
be referred to here as the modified TK (MTK) approach, is
considered by many as a simple yet reasonable approach for
evaluating electrostatic interactions in proteins.

Part of the appeal of the MTK model may be due to the
implication that this model is based on the rigorous TK mod-
el. If the MTK model is both reliable and based on the TK
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model, then proteins can be modeled as low-dielectric
spheres (“oil drop” models).

We have examined the TK and the MTK approaches and
have shown that proteins cannot be treated as low-dielectric
spheres and that the local dielectric is not related to the cor-
responding surface accessibility. It is also shown (in contrast
to common belief) that protein interiors are polar near
charged groups at equilibrium. The relation between this ob-
servation and protein flexibility is pointed out.

Energetics of a Charged Group in a Protein and pK,
Calculations

We start by considering a hypothetical nonpolar protein and
examining the result of placing charged groups in such a sys-
tem. As a test case, we evaluate the pK, of a single ionizable
group when all other groups are un-ionized. The standard
free energy of ionizing an acid in a protein is given by (3)

AGYAH, — A; + H{) = AAGY7P(A7) — AAGYP(AH)
+ AGY(AH,, — Ay + HY), ]

where AAG;,, is the difference in solvation energy of the in-
dicated species in the protein (p) and in water (w). Eq. 1 can
be rewritten as pKE = 2.3RT[AAGP(AT) — AAGY®
(AH)] + pKY. While actual calculations (3) should include
evaluation of AAG¥’P(AH), we will concentrate here on
solvation of the charged species (A~), which is much larger
than solvation of AH. This approximation gives the pK, of
an ionizable group, relative to its pK, in water, by

pKE — pKY = 2.3RT[AAGYP(A7)] [2]
That is, the change in the solvation energy of A~ on moving
from water to its protein site deterimines the corresponding
pK. change. Instead of using discrete microscopic calcula-
tions (2), let us try to use a macroscopic approach consider-
ing the protein as a sphere of dielectric constant ¢ and radius
b surrounded by a solution of dielectric constant €,. The
electrostatic interaction between the charge and the solution
has been derived by Kirkwood (4, 5). The leading terms in
Kirkwood’s expression (the terms » = 0 and n = 1 in his Byy)
are given in kcal/mol (for ¢ << ¢,)

AAGio x = —166[(1/€) — (1/e)I(1/b) + (r*/b7)], [3]

where r is the distance of the charge from the center of the
protein. The (1/b) term is the change in Born energy (11)
associated with changing the dielectric from ¢ to €, around a
charged sphere of radius b. The (r?>/b%) term is the corre-
sponding Onsager energy (12) of a dipole of length r in a

Abbreviations: TK model, Tanford-Kirkwood model; MTK model,
modified TK model.
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Fic. 1. Electrostatic free energy of a charged group of radius a
inside a nonpolar sphere of dielectric ¢; and radius b surrounded by a
continuum with the dielectric constant of water (¢ >> ). Calcula-
tions are for b = 10d. AAG,q ,x and AAG;, are, respectively, the
macroscopic electrostatic free energy obtained by Kirkwood’s for-
mula (Eq. 3) and by the extended TK treatment (Eq. 4).

sphere of radius 5. However, one must realize a point that is
frequently overlooked. Kirkwood’s expression does not in-
clude the reference energy needed for pK, calculations, as
the energy of transferring the charge from vacuum to the giv-
en medium is not included. Recognizing this point, Tanford
and Kirkwood did not try to calculate the energies of isolated
charged groups. To evaluate the proper reference energy,
one must add to Kirkwood’s formula the energy of transfer-
ring a charge of radius a from water (e = €) to a continuum
with € = ¢ (for a related treatment, see ref. 13). The energy
for this process is given using the Born formula (11) as AAG’
= (166/4)[(1/€) — (1/€4)]. The solvation energy of a charge
in the idealized spherical protein can now be approximated
by

AAGsq = AAGsqx + (166/a)[(1/€) — (1/ex)].  [4]

This energy will be referred to as the “self energy” of the
given group. The dependence of the self energy AAG;, on
the distance of the charge from the center of the sphere is
shown in Fig. 1. Since Kirkwood’s formula is not applicable
for charges of finite radius in the range r > b — a (contact
between the charge and the surrounding solution), we ap-
proximate AAG;, for this range using a linear interpolation
(Fig. 1). The key point that emerges from Fig. 1 is that
AAG;, is very sensitive to the position of the charge: AAG
can change by =35 kcal (=25 pK, units; 1 cal = 4.18 J) for an
ionized acid moving from water to a nonpolar sphere of di-
electric 2. Thus, if a protein can be represented as an oil
drop, the intrinsic pK, values of its internal ionizable groups
will be 25 pK, units different than that of the corresponding
group in water. This huge environmental effect (which is far
more important than the effect of interaction between the
charged group and the surface charges) was noticed in the
original work of Tanford and Kirkwood (5). However, since
experimental findings point out that the changes in pK, are
very small, they concluded that charges in proteins must be
at a constant distance from the protein surface.

The MTK model (which tries to use the x-ray results in
electrostatic calculations) considers the pKi, values as con-
stants* independent of the position of the corresponding

*In some cases, pK;, is assumed to be different than the corre-
sponding pK, but the differences are an order of magnitude smaller
than the actual pK;,, predicted by the TK model.
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groups. This treatment clearly violates the TK assumption
that protein interiors are nonpolar.

It might be argued that the fact that the pKjy,, of groups in
proteins are not shifted by more than a few pK, units (rela-
tive to the corresponding pK, values in water) indicates that
all ionized groups are exposed to water. However, ionized
groups do exist in regions of low accessibility to water (e.g.,
aspartate-102 in chymotrypsin) and their pK;, values are
still similar to the corresponding values in water. The reason
is that ionized groups in the interiors of proteins can be stabi-
lized by the protein permanent dipoles [e.g., hydrogen bonds
(2)]. This corresponds to a polar rather than nonpolar envi-
ronment even in sites of zero solvent accessibility.

As long as one does not try to evaluate pK;,, by any mo-
lecular model, the assumption that pK;,, = pK" is a reason-
able approximation for surface groups. The problems start
with functionally important buried groups (which are exactly
the groups that one would like to understarid). Unfortunately
the macroscopic model does not tell us how to evaluate the
PKin of such groups.

Energetics of Salt Bridges and pK, Changes

The free energy of an ion pair (A~ BH*) can be expressed
relative to the energy of the corresponding ions in the gas
phase (2). However, in treating the energetics of proteins it is
more convenient to choose as a reference the energy of the
ions at infinite separation in water (3). With this reference,
the free energy of the ion pair is given (in kcal/mol) as (3)
AG(R) = —332/R + AAG;,(R) + AG¥ (), where AAG, is
the change in solvation free energy of the ions on change of
their interionic distance from infinity to R (in A). The above
relation can be expressed as

AG(R) = —332/[Re(R)] + AG (). (5]

The distance-dependent dielectric, e(R), reflects the com-
pensation of the change in the gas-phase attraction term,
—332/R, by the change in solvation energy. Here again one
can use explicit microscopic models to evaluate AG(R) (3).
Before commenting on the microscopic meaning of e(R), we
will examine the validity of the macroscopic models for
AG(R). For this purpose, we will consider an ion pair in a
sphere of low dielectric constant surrounded by a solvent of
high dielectric constant. For simplicity we will examine first
the configuration presented in Fig. 2. For this configuration
the leading term in Kirkwood’s exptession (for ¢ << ¢,) is

AG(R)x = —332/(Re) — 166(R*/b*)(1/€) ~ (1/&)]. [6]

Charges
in
water

FREE ENERGY (kcal/mol)

(R/b)

F1G. 2. Electrostatic free energy of an ion pair inside a nonpolar
sphere of dielectric ¢ surrounded by a continuum with the dielectric
constant of water (Eq. 7).
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This is essentially the sum of the charge—charge interaction
at R and the Onsager expression (12) for solvation of a di-
pole. Here again, Kirkwood’s expression does not include
the self energy of the charges. Extending Eq. 6 to include the
crucial energy of taking the ions from water to ¢ gives

AG(R) = AGRR)x + (332/a)(1/€&) — (I/ex)].  [7]

The dependence of AG on R is shown in Fig. 2. Since Kirk-
wood’s formula is not valid for (r/2) > b — d, where the ion
passes the boundary of the sphere, we approximate AG(R) in
that range by a linear interpolation (see ref. 13 for a related
treatment). )

The main point that emerges from Fig. 2 is that ion pairs
are not stable at the center of a sphere of low dielectric con-
stant. Let us compare this result with the MTK approxima-
tion. This approximation was stated to involve a reduction of
the energy obtained by scaling Kirkwood’s formula (Eq. 6 in
our case) by (1 — SA), where SA is the average surface area
of the relevant groups accessible to solvent. A consistent im-
plementation of this procedure using the actual positions of
the ionized groups would have given, for the case considered
in Fig. 2, where R << b (a tight ion pair) the relation AG(R)
= —[332/(Re)])(1 — SA) + AGin, Where AG;y, is the free en-
ergy associated with the pKi,, of the ionsf. This equation
gives incorrect results for two charged groups with pKi, =
pKY at low local dielectric constant ‘E ., the center of the
sphere in Fig. 2). For example, with SA = 0 and ¢ = 4
(which is the value used in refs. 8 and 9) one obtains AG(R)
= —332/4R. This gives the huge interaction of —28 kcal/mol
for two ions 3 A apart. If this were true, then ion pairs would
be extracted from water to oil. The reason for this nonphysi-
cal result is the omission of the self energy term in Kirk-
wood’s formula. One can argue that the self energy is includ-
ed in the pKj,,, which could have been chosen tb be much
larger than the cortesponding pK}. However, the MTK
model does not provide a prescription for relating the pKip,
to the actual polarity of the given site and, if the pKjy, is an
adj}ustable parameter, then the model has no predictive val-
ue',

Apparently the MTK approach was not implemented by
using the physics of Kirkwood’s formula. Instead of using
the actual positions of the relevant groups they were as-
sumed to be on the surface of a sphere (of the size of the
protein) exposed to water. The only relevant parameter left
from the actual structure of the protein is the distance be-
tween the groups. Sihce the most important electrostatic in-
teraction occurs when Ry; << b one finds, using Kirkwood’s
expression for two groups on a surface of a sphere (where r;
=ry = b and 6 = 0), that the MTK expression is simply

AAGutk = —{332/[Ryj(& + €4)/2]}1 — SA). [8]

This expression, without the surface area correction, is the
interaction energy expected from two ions at the surface of
an infinite plane separating a medium of low dielectric con-
stant, ¢, from a medium of high dielectric constant. Thus the
model simply assumes that the dielectric constant in proteins
is high using € = (¢ + €,)/2 = 41 for the interior of proteins
where SA is zero and an even larger value for regions ex-
posed to water (e.g., for 1 — SA = 0.05 the model uses € =
41/0.05 = 820). Models with high effective dielectric con-

tThere are only two possible selections of pK;,, that have a clear

physical meaning; either pKi,, is taken as the pK, of the corre-
sponding group in water or pK;,, is the pK, of the given group in its
site in the protein when all other groups are uncharged. In the first
case, we obtain the huge attraction discussed above; in the second,
we obtain the result drawn in Fig. 2. Neither case corresponds to
the experimental energy of ion pairs in proteins.

Proc. Natl. Acad. Sci. USA 81 (1984) 4787

stants are expected to give quite reasonable results for inter-
actions between surface groups because the effective dielec-
tric constant is high in regions that are exposed to water (see
below). However, the MTK model also seems, at first
glance, to give reasonable results for internal groups. It ap-
pears that for such cases the model works, because it is in-
consistent with its assumptions. That is, as will be argued
below, the effective dielectric constant inside a protein cor-
responds to a polar rather than a nonpolar environment (this
is, of course, inconsistent with the TK model). Thus, for
groups inside a protein, one expects high-dielectric-constant
nllodels to do much better than low-dielectric-constant mod-
els.
To show that the results of the MTK model have little to
do with the TK model and with solvent accessibility, we
compare, in Table 1, the calculated pK, values obtained by
the MTK approach (8, 9) with those obtained using only
Coulomb’s laws with a large dielectric constant. These eval-
uations are not in any way an attempt to present a consistent
analysis of the pK, values in myoglobin. They are simply
repetition of the calculations of refs. 8§ and 9 with the same
PKin: and a Coulomb’s law type model. The table shows that
the Coulomb’s law type model does as well as the MTK
model. The reason for the apparent success of high-dielec-
tric-constant models will be considered below.

. The prdblems associattl with the MTK and related mod-
els can also be realized by considering the specific case of
ion pairs in proteins. Two alternative definitions of pK;; can
be considered. If pKy, is taken as the pK, of the given ioniz-
able groups in their protein sites, where all other ionizable
groups are neutral, then the model cannot account for the
PK, of histidine-159 in the cysteine-25-histidine-159 ion pair
of papain (14). The MTK model predicts a pK, change of
about 2 units while the experimentally observed shift is 4
units. The discrepancy of about 3 kcal/mol indicates that in
cases of strong electrostatic interactions which are important
cases in protein function it might be quite risky to use macro-
scopic models. If the pK, is taken as the corresponding pK,
in water then one faces problems in explaining the energetics
of the aspartate-102-histidine-57 ion pair in chymotrypsin.
The MTK model predicts that the pK, of histidine-57 is shift-
ed by about 3 units from its value in water. Experimentally,
the pK, of histidine-57 is similar to the pK, of histidine in
water. Of course, if pK;y is used as an adjustable parameter
we can get any result we like. Here, as in many other cases,
the key electrostatic effect is in the self energy (pKiy,), which
is not evaluated by the macroscopic models.

The Molecular Meaning of €(R). As described above, inter-
actions between charged groups in a protein correspond to
interactions between charges in a medium with high effec-

Table 1. Comparison of pK, values of myoglobin groups
calculated by the MTK model and by Coulomb’s law
with € = 40

lonizable group  pKin*  pKmrk*  PKecwo!  pKeypf
His-lz 6.30 4.80 5.00 5.37
His-48 6.80 6.60 6.68 6.83
His-64 7.80 7.70 7.69 8.05
His-81 6.30 6.10 6.09 6.65
His-113 6.30 5.30 5.32 5.53
His-116 6.30 5.80 5.95 6.44
His-119 6.30 5.50 5.65 6.34

*Taken from refs. 8 and 9 with pKyrk calculated for zero ionic

strength.

fCalculated from pK® = pKi, + q;V;/(2.3RT), where V; = 332g;/
(40R;). For acids, g; = a; while for bases q; = 1 — a;, where a; =
1/{1 + exp[2.303(pK — pH)]}.

#Taken from refs. 8 and 9 without any attempt to consider more
recent work.
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Fic. 3. Energy balance associated with charge separation in pro-
teins. The apparently small value of AAG(R) is due to the compensa-
tion of the change in charge—charge interaction (332/R) by the
change in solvation energy.

tive dielectric constant. In view of the confusion in the litera-
ture it is important to clarify the reason for this result.

The dielectric constant, &R), for charge—charge interac-
tions in proteins can be defined in different ways, depending
on the reference state¥. Here we will consider two alterna-
tive definitions. The simplest definition can be obtained by
considering Fig. 3, which describes the free energy balance
associated with breaking a salt bridge between two subunits.
As shown (see also ref. 16), the free energy is composed of
two contributions: the interaction between the charges in
vacuum and thé solvation energy of the two charges by the
protein dipoles and the surrounding water molecules. Note
that, since the protein is considered as a solvent, its folding
energy is included in the solvation energy (in the same way
that water-water interactions are included in solvation ener-
gy). The free energy change associated with the charge sepa-
ration process can be written as AG(R) = AAG(R) +
AGY(), where AAG(R) is the change of AG(R) on change
of the charge~charge distance from infinity to R. From the
above relation and Eq. § we can write

e(R) = £(332/R)/[AAG(R)], 9]

where the + and the — correspond to interactions between
charges of equal and opposite signs, respectively. As seen
from Eq. 9, €(R) in the phenomenological Coulomb’s law is
given by the ratio of the vacuum electrostatic interaction and
the change in the free energy of the solvated ions. The mag-
nitude of e(R) reflects the compensation of the change in the
vacuum charge—charge interaction by the change in solva-
tion free energy. A large e means that the work of taking the
charges from their protein sites to infinity is almost com-
pletely compensated by the change in interaction between
the ions and their environment (the protein and the water
molecules). €(R) is not a universal function and its use may
be quite misleading in analysis of many biological processes
(see below). Yet, for interactions between surface charges or
charges at a distance of more than 5 A (at equilibrium), one
can fit the effective experimentally observed electrostatic in-
teraction (Fig. 4a) to a Coulomb’s type law with a distance-
dependent dielectric function of the form

€(R) = {1 + 60[1 — exp(—0.1R)]}1 = 0.5), [10]

#Using a concept of an effective dielectric coristant results in differ-
ent values for different operational definitions of €. The bulk € ob-
tained by averaging the field is different than the ez needed to re-
produce observed solvation eriergies by Born’s formula and from
the screening function &(r) of ref. 15 (which is used to evaluate the
local field around an ion). All these € are different than (R) in
Coulomb’s law.
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FiG. 4. Experimental estimates of AAG(R) for interactions in
proteins and in solutions, using the following observed changes in
pK. values and redox potentials: A and O, heme groups and surface
charges in cytochrome c, data of refs. 17 and 18, respectively; O,
glutamate-35 and aspartate-52 in lysozyme (19); o, histidine-36 and
glutamate-38 in myoglobin (20); O, histidine-146 and aspartate-94 in
hemoglobin (21); e, histidine-89 and lysine-139 in hemoglobin (21);
+, histidine-159 and cysteine-25 in papain (14) (this interaction has
two estimates depending on the reference state of histidine-159;
AAG is approximately —3 for pK;,, = pKy'and —6 for pK;,, = 4.5);
©, aspartate-194 and isoleucine-16 in chymotrypsin (22); @, zwitter-
ions; m, and dicarboxylic acids in water. The reference state is taken
as an isolated acid in water. (b) Empirical estimate of the dielectric
function €'(R) using Eq. 9 and the results of a. € is defined where
the reference state is the acid in its site in the protein where all other
groups are neutral.

where this equation is valid for R > 3 A. The factor (1 + 0.5)
corresponds to an estimate of the error associated with the
fact that €(R) is different for different systems. The dielec-
tric function is given in Fig. 4b as 1 — 1/&(R) rather than e
itself. The function 1 — 1/¢ approaches unity for polar sol-
vents when the charge—charge energy is completely com-
pensated by the change in solvation energy. This function
seems to have more physical meaning than e(R). It should be
emphasized that the empirical €(R) of Eq. 10 is not recom-
mended for calculations of the energy of internal groups in
proteins. Such calculations should be done by using micro-
scopic models (3).

The risk of using the €(R) of Eq. 10 can be appreciated by
considering the fact that, for ion pairs in an oil drop sur-
rounded by water, the correct e(R) is negative. The reason is
quite simple; AAG(R) is larger than zero (see Fig. 2) and Eq.
9 gives a negative €. Such a negative € may be relevant to
light-induced formation of charges in low dielectric regions.
Similar problems dre expected in analyzing the energy of
ionic transition states (3).

An alternative definition of €(R) may be obtained by
choosing as a reference state the ions in their protein sites
when all other ionizable groups are neutral (23) (this refer-
ence state is used in the analysis presented in Fig. 4). This
definition gives, of course, a different e, which is referred to
here as €'(R). However, the same compensation effects that
caiise €(R) to be large also cause €'(R) to be large. It should
be noted that, although €(R) is more relevant to the overall
energetics of the protein charges, € (R) is more relevant to
catalysis and to the relative energy of ionic transition states
(2). This point is particularly important in view of the results
presented in Fig. 4 for papain. The electrostatic interaction
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of the histidine-159-cysteine-25 pair is larger when defined
relative to the neutral state than when taken relative to the
two ions in water.

Polarity and the Folding Energy of a Protein. Thus, e(R)
can have all types of values, yet experimentally we find at
equilibrium only small values of AAG(R) and large €(R). The
reason for this apparent polarity of the protein sites around
ions is instructive. At equilibrium the value of AAG(R) is lim-
ited by the folding energy of the protein (1, 3). If the two ions
are unstable then the protein will unfold and allow its dipoles
and/or water molecules to stabilize the ions. The unfolding
can be a complete or a local unfolding, depending on the
situation. Recent molecular dynamics calculations (24) have
shown that reorientation of the protein dipoles toward its
charges does not cost significant energy.

The above argument may leave the impression that pro-
teins can always be considered as polar systems and that
Fig. 2 is just an irrelevant hypothetical case. However, in
considering key nonequilibrium photobiological processes
(such as the action of the light-driven proton pump of bacter-
iorhodopsin), it is likely that charged groups are introduced
in low-dielectric regions (23). In such cases, €(R) is a time-
dependent function (23) that can be quite small at the begin-
ning of the protein relaxation process.

Concluding Remarks

We have examined the basis of the TK and MTK approaches
and here we report the following points. (i) The TK approach
predicts that no charged group can exist in the interior of a
protein. This prediction is consistent with treating the pro-
tein as a low-dielectric-constant medium but inconsistent
with experimental facts. (i{) The MTK approach is inconsist-
ent with the TK model, on which it is supposed to be based.
This model, which assumes that protein interiors are nonpo-
lar, results in an expression that corresponds to a polar inte-
rior. (iif) Models that assume that the interior of proteins are
polar (e.g., Eq. 10) work as well as the MTK model without
the need to involve the inconsistent implementation of the
TK model or solvent accessibility. This point is demonstrat-
ed by comparing the MTK results with those obtained with a
simple Coulomb’s law model with a large dielectric constant.
(iv) Reliable calculations of the energetics of ion pairs in pro-
tein interiors cannot be done by the MTK model or any other
macroscopic model. As reported here the MTK model gives
incorrect results for key cases of ion pairs in protein interi-
ors. Thus, to treat correctly the energetics of ion pairs in a
protein one must use a microscopic approach that takes into
account the local environment. The fact that the local dielec-
tric effect is not always correlated with the effect of ioniz-
able groups is illustrated in ref. 25. (v) The local environment
around charges in a protein is polar at equilibrium. This view
is confirmed by x-ray structures (e.g., the active site of tryp-
sin and papain; see also ref. 2).

It is important to realize that the TK model gives the effect
of the water molecules around the nonpolar protein correct-
ly. However, as shown in Figs. 1 and 2, this dielectric stabili-
zation does not help at all in stabilizing internal charges (be-
cause the water molecules are too far from the charge). The
MTK model tries to stabilize the charges not by using actual
structural information about the charges but by placing them
at the surface of the protein. The protein, on the other hand,
stabilizes the internal charges by its dipoles.

Perhaps the most serious deficiency of the MTK and relat-
ed models is the implication that electrostatic. energies in
proteins are determined and controlled by charge—charge in-
teractions. Although charge—-charge interactions are impor-
tant, neglecting the key role of the protein permanent dipoles
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i

in determining self energies of charged groups is risky. For
example, there is currently significant interest in using the
MTK model in determining the binding of ions by proteins.
The problem with such calculations can be demonstrated by
using them in determining ion binding to crown ethers,
which resemble active sites of proteins (2); the calculations
do not result in binding. The same is true for the energetics
of ions in biological ion channels.

In concluding this discussion, it might be useful to com-
ment on a proposal (26) that ion pairs can exist in low-dielec-
tric regions of proteins. This proposal used considerations
similar to that introduced in ref. 3 to argue that the polar (A~
BH™) and nonpolar (A HB) forms of a salt bridge are of simi-
lar energy in a low-dielectric region. However, the relevant
question is related to the energy of moving the ion pair from
water to the low-dielectric medium. As shown in Fig. 2, the
A~ BH" form is much more stable in water than in nonpolar
solvents. Thus, formation of a salt bridge in a nonpolar re-
gion will lead to unfolding of the protein or more likely to a
local relaxation of the protein dipoles that will create a polar
environment around the ions$.

$One may argue that stabilizing ions by the protein dipoles (e.g.,
hydrogen bonds) corresponds to specific dipoles in a nonpolar
environment and not to a polar site. However, in the same way one
can argue that the solvation of ions by methanol corresponds to
specific interactions in a nonpolar medium. In fact, the dielectric
constant around charges in a protein is similar to that in polar sol-
vents by all definitions, although it involves a slower dielectric re-
laxation time (23).
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