Supplemental Material

I: Proof of Theorem 3

There are some notation changes as follows for the convenience of the derivation:

we use by, = Bi1+1, by, = Bai+1s - by, = Briv1s bz, = Biasir2s bz, = Breaisz, -
bzm = Bremirz s b1 =Bz =X, o =Xo, . V=X, 21 =X43, 2, =
Xigar oo Ziyy = Xpom» X1 = X141, X5 = X4, Finally, we use m instead of .

Based on Wright’s second decomposition rule [56], the covariance matrix of all

the variables, T,, ,,,, can be represented as a function of the parameters of the BN, i.e.,

0 0o .. 0 bYl b21bYl 0
10 .. 0 b b
0 1 .. 0 b, bph
0 0 0o .. 1 bY" bmbvn 0o 0 .. O
Tom =CoV(Y, Yy, Y0 X0, X5, 20, 25,000 2,) = bYl bVz bVa an 1 b, 0 0 .. 0
b21bY1 b21b‘(2 b21b‘(3 i bZ;LbY,7 b21 1 bzl bZ2 b me
0 0 0o .. 0 0 bZl 1 0
0 0 0o .. 0 0 bz2 0 1
0 0 0o .. 0 0 bZm 0o o0 .. 1 (A-l)

Now, consider the regression of X; on all other variables, i.e., X; = b,’,”{BY1 +
byIPY, + -+ bYPY, + by Zy + bYPZy + -+ by P 7, + by X, + ex'® . According to

the Least Square criterion, the regression coefficients are equal to



bl 1 0 .. 0 bp O b,
b!"® 0 1 . 0 B 0 0 . 0y
b!"® 0 0 . 1 BB 0 0 . 0|y
bz'\iB = b21bY1 b21bY2 s b21b\(n 1 b21 bz2 . bzm b21
by 0 0 .. 0 b 0 0
by'® 0 0 . 0 b 0 1 o]0
be o 0 .. 0 b 0 0 .. 110

(A-2)

Denote the first matrix in the right hand side of the equation as A , and its inverse
matrix  as Com with Ah,m=(ai,j)i:1,2,...,n;j=1,2 m Cn,m=(Ci,j)i=1,2,...,n;j=1,2 ..... - We first

.....

investigate the formula for b . Based on (A-2), we have
by“f'B =a;b, +a,b, +agb +.+ab +a,,b,. (A-3)
Our final objective is to express by“fB by the parameters of the BN. This can be achieved

if we can express a,q, a5, ay3,**, a1 n41 DY the parameters of the BN, which is the goal
of the following derivation.

It is known that

. det(C.. )
= (= — s A-4
A uan =0 2 (A-4)
where C,;  is a matrix by deleting the i* row and the j" column from C,n- So, the

problem becomes calculation of det(C )yand det(C, ).

ji,nm

(i) Calculation of det(C, ) :

We first show the result:



det(C, ) =1—Z:b22i —bzzlzbfl . (A-5)
i-1 i-1

Next, we will use the induction method in 1)-3) below to prove (A-5):

1) When n = 1, for any fixed m, it is easy to see that (A-5) holds.
m n-1

2) Assume that (A-5) holds for n — 1, i.e., det(C, ) =1-> bZ —bZ > h? for any fixed
i=1 i=1

m. Then we need prove that (A-5) holds for n. We apply the Lebiniz formula on the first
row of det(C, )

1 0 . 0 bp 0 0 .. O

o 1 0 . 0 0 0 .. 0
6 1 .. 0 bb 0 0 .0 0o 0 1 . 0 0 0 .. 0
0 0 . 1 bb 0 0 . 0 o 0 0 . 1 00 .0
det(C, ) =1xdet| byb, bb, .. byb 1 b, b, .. b [+(-D)"xb,b, x| byb, byb, bub .. bbb, b, .. b,
0 0 .. 0 b 1 0 . 0 0O 0 0 . 0 1 0 .. 0
0 0 . 0 b 0 1 .. 0 o 0 0 . 0 0 1 .. 0
0 0 . 0 b 0 0 .1 0 0 o . 0 o0 .1
It is easy to see
0 1 o .. O O 0 .. O
0 0 1 .. 0 0o 0 .. O
0 0 o .. 1 o 0 .. O
det| b,b, b0, byb, .. bbb, b, .. by =(_1)n+1><b21b\(1
0 0 o .. O 1 0 .. O
0 0 o .. O o 1 .. 0
0 0 0 0 0 O 1

Thus, we get

det(C,,,)=1- z bzzi - bzzlz bﬁ +(=1)"* x b21b\(1 x (=1)™ x bzlb\(l =1- Z bgi - bzzlz bYZ, '
i-1 =) i1 i-1




3) We show that the same induction method above can be applied to prove that (A-5) also

holds for m, for any fixed n. This can be validated by the observation that

det(C, ) = det

where {bYl,Q(Z,...,an}and {

(ii) Calculation of det(C

Using the Lebiniz formula again, on the j-1* row of C

b, b,

b21 ’ bZl "

1,j,n,m

1 0
0 1
bub, byb, ..
0 0
0 0
0 0

0 1

0
0 0
0 0
0 0

det(C, ; , ) = det
0 0
by, b,

0 0
0 0

After some permutations, we get

pA

n

b2 1

0
0

1

bmb\(n

Yforj =1,2,..,n:

b,.b,
b,.b,,

b21bv,,

[N

0 0
0
1 0
0 0
0 1
0 0
Dby, byby
0 0
0 0

o 0 . 0
0o 0
0 0 0
b, b b

bZl i b21 i bZl i
b21 b21 bZl
10 0
o 1 0
0o 0 1

} Is symmetrical.

Ljnme We get

0 byb,
0 byb,
0 bb,
0 byby,
0 byb
1 byb,

b,b, 1
0 b
0 b,

0 O
0
0 O
0 O
0 O
0 O
b, b,
1 0
0 O




det(C, ;) = (1) * xb’b, by,

(A-6)

(iii) Calculation of det(C, ; , ,)for j = n + 1: through some permutation of the matrix, it

is straightforward to get
dEt(Cl,m-l,n,m) = (_:l')n_lelbY1 ’

Inserting (A-5), (A-6), and (A-7) into (A-4), we get:

m

1-3°02 —b5 Db
i=2

— i=1
all - C 2 2 C 2
1- Z bZi - bZIZbVi
i=1 i=1
b2b, b,
alj - v 2 2 - 2
1- Z bzI - bZlZ bvi
i=1 i=1
a1,n+1 = m _bZlbY1 n

1- z bz N bZle sz-
i=1 i=1

Inserting (A-8) into (A-3), we get

1_2 zzi _b221
by =b =l

m

V1 n '
1_2 zzi _bzzlzbvzi

i=1 i=1

Due to the symmetry between {bYl,sz,...,mn } , We get

1—sz2i ~bZ,
i=1

b =b, — —
1-3 b2 —b2 ) b2
i=1 i=1

Obviously, the faction at the right-hand side is between 0 and 1. Therefore,

,1=2,3,...,n;

(A-7)

(A-8)

(A-9)

<‘in"



Next we derive the formula for bY“_”B/se(by“_"B) . It is known that

ez(bY“i”B):ail/((n—l)(Tnf;)ll) . Since (Tn_,rjr-])ll=det(T1,1,n,m)/det(Tn,m)’ the problem

becomes the calculation of det(T,,,,,)anddet(T,,, ). Using the similar method for the

calculation of det(C,; , )and det(C, ), we can get

det(T, ) =1- z{ [1 b2 — sz H and det(T,,,)=1- Z{ (1 b;, — sz H

Hence, we get
-3 [ 102 =302 || 1_ 7 e S
N R b“[ 2 J L0 b
Se“(in ):n—l det(l'u) S | m T a 2 zI” 2
13 (1o - |12k i
i=1_ ! j=L ) | i=1 i=1
-2
Together with se’ (bY, ) =—11__ 'we now have
' n-1
b, 20 b5 \/— 1~ {bv (1—b§1—§b§,.ﬂ1_;b;_b;iz;b;
se M8 se n m m n
n(b% ) n(bv) bZZbY 1—;{&[1—%—;%”1_;@_bzzliz;bvzi



1->° bi(l—bi—szJ 1-302 b2 Y b n
Since L S 251, [1-3b<1 and
-y bf(l—bfl—szsz 1-2.07, b 2 by
i=1 | j=1 i 1= 1=
l—i zzi -bZ MB
—1=t —— <1, we get i < < b,
1302 23 se, (b)) se (by )
i=1 i=1

I1: Effective connectivity models of AD and NC using BIC for selecting 4,
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Fig. S-1: Effective connectivity models learned by SBN, with A, selected to
minimize BIC
I11: Effective connectivity models of AD and NC by controlling the total

numbers of arcs to be the same
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Fig. S-2: (a)-(c): Effective connectivity models with the total number of arcs = 60, 80,

120.

IV: PDAGs of AD and NC
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Fig S-3: PDAGS learned by SBN, with A, selected to minimize the prediction error (a

black cell represents a directed arc; a gray cell represents an undirected arc)
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Fig. S-4: PDAGSs learned by SBN, with A, selected to minimize BIC



