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Supplementary Materials  

Essential Functional Modules for Pathogenic and Defensive 

Mechanisms in Candida albicans Infections 

 

Supplementary methods 

Details of protein interaction network construction 

A discrete dynamic model was employed to determine the PPI networks that occurred in 

the infection of zebrafish by C. albicans. For a target protein i in the rough PPI network, the 

dynamic model of the activity of protein i was calculated as follows [1]: 
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where zi[t] represents the protein expression level of the target protein i at time t, bij denotes 

the ability of the j-th interactive protein to interact with target protein i, zj[t] indicates the 

expression level of protein j which interacts with the target protein i at time t, αi represents the 

translation effect of mRNA to protein, xi[t] is the corresponding mRNA expression level of the 

target protein i, βi denotes the degradation rate of i, hi indicates the basal level of i, and ωi[t] 

represents the stochastic noise. The biological significance of equation S1 is that the protein 

expression level of target protein i at a later time t+1 is a function of the protein expression 

level occurring at time t, the regulatory interactions with Mi interactive proteins, the process of 

translation from mRNA, the effects of protein degradation, the basal level of protein i, and the 

stochastic noises [1]. To identify the associated parameters using microarray data, a constrained 

least squares parameter estimation was adopted [1]. Equation S1 can be represented in the 

following regression form: 
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where [ ]i t  represents the regression data vector and θi denotes the kinetic parameter vector 

to be estimated. In order to avoid the danger of overfitting the estimated parameters, the original 
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data points were interpolated to L data points by the cubic spline method. In other words, there 

were  [ 1],  [ ]i iz l l  data point pairs for  1, , 1l L  . Hence equation S2 can be 

written in the following form for target protein i: 

 i i i iZ      (S3) 
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In this case the parameter estimation problem for target protein i in the rough PPI network can 

be represented by the following constrained least squares minimization equation: 
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where diag[0 0 1 0 1]C     and [0 0]Td   , constraining the parameters αi 

and hi to be non-negative. 

Once the interaction abilities bij were estimated protein by protein in the rough PPI network 

using the constrained least squares parameter estimation method, the Akaike Information 

Criterion (AIC) [2, 3] was applied to prune those insignificant interactions in the rough PPI 

network by the system order detection technique. AIC, which includes both estimated residual 

error and model complexity in one statistics, quantifies the relative goodness of fit of a model. 

For a protein interaction model with Mi regulatory interaction parameters (or proteins) to fit 

with data from L samples, the AIC can be written as follows [2, 3]. 
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where ˆ
iZ  denotes the estimated expression profile of the i-th target protein, i.e. ˆˆ

i i iZ    , 

and    2 1 ˆ ˆˆ
T

i i i i iZ Z Z Z
L

     is the estimated residual error. As the residual error 2ˆ i  

decreases, the AIC decreases. In contrast, while the number of interactive proteins (or 

parameters) Mi increases, the AIC increases. Therefore, there is a tradeoff between residual 

error and model order. As the expected residual error decreases with increasing interactive 

protein numbers in models of inadequate complexity, there should be a minimum around the 

optimal interactive protein number. The minimization achieved in equation S5 will indicate the 

ideal model order (i.e. the optimal number of proteins that interact with the target protein) of 

the protein interaction system. With the statistical selection of Mi interactive proteins by 

minimization of the AIC, the question of whether an interactive protein is a significant one or 
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just a false positive for the i-th target protein can be determined. Hence, AIC can be adopted to 

select model order, filtering out insignificant protein interactions in the rough PPI network 

producing a more refined PPI network based on the estimated interaction abilities (bijs) 

obtained by time profile microarray data. In this way, with different sets of microarray data 

(0.5~4 hpi for the early stage and 4~18 hpi for the late stage), two refined PPI networks were 

constructed for the early and late stages of C. albicans infection of zebrafish by removing 

insignificant interactions through AIC for both organisms.  
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Supplementary figure S1 

The differential PPI network obtained from the early and late stage PPI networks of C. albicans. 

Red and blue edges indicate positive and negative dij,l values respectively, calculated using 

equation 2. The protein names have been omitted for simplicity. 
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Supplementary figure S2 

The differential PPI network obtained from the early and late stage PPI networks of zebrafish. 

Red and blue edges indicate positive and negative dij,l values respectively, calculated using 

equation 2. The protein names have been omitted for simplicity. 
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Supplementary figure S3 

Distributions of structure variation values (SVVs) for C. albicans and zebrafish.  

(A) C. albicans (B) zebrafish 
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