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1. System Preparation
Atomistic models of monomeric vSGLT embedded in a lipid
bilayer were constructed using chain A from the x-ray struc-
ture deposited in the RCSB Protein Data Bank (PDB ID:
3DH4) (1). The first 52 residues of vSGLT including the unas-
signed section of the first transmembrane helix (TM-1) and the
unresolved loop connecting it to TM1, were removed. These
residues do not constitute part of the core structure of the
transporter and the corresponding TM is not conserved among
superfamily members. The MODELLER software package
(2), was then used to mutate any non-wild type residues back
to their WT sequence and rebuild the side chains of residues
K124, R273, K454 and K547, which were missing in the
3DH4 structure. Additionally, the loop connecting TM4 and
5 (residues 179 to 184) was rebuilt using MODELLER’s loop
modeling routine.

Two independent sets of models were constructed that dif-
fered only in the random seed used during loop modeling and
the number of flanking residues on either side of the missing
loop that were permitted to move. One model was chosen
from each of the two independent ensembles of putative struc-
tures based on screening using the MODELLER DOPE score
and analysis with MolProbity (3). These two final models
were used to construct the full systems described below.

The protein along with the galactose substrate and crys-
tallographic sodium, were oriented with respect to the z-axis
using OPM (Orientations of Proteins in Membranes) (4) and
then inserted into POPE (1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphatidylethanolamine) membrane using the CHARMM-
GUI Membrane Builder (5). The embedded protein with
membrane was then solvated in a rectangular box with dimen-
sions 97 x 97 x 97 Å3 containing approximately 91,000 atoms.
The system was neutralized using sodium and chloride counte-
rions, which were added in sufficient quantity to approximate
a physiological concentration of 150 mM.

2. Simulations
2.1 Equilibration
Each system was prepared using NAMD (6) to obtain well-
equilibrated starting conformations for the production runs on
the Anton special-purpose supercomputer (7). Simulations
were carried out using the CHARMM22 parameter set (8) for
the protein with CMAP corrections (9). The membrane was
parameterized using the CHARMM36 lipid forcefield (10)
and galactose parameters were taken from the CHARMM
force field for pyranose monosaccharides (11). Explicit water
molecules were included using the three-site TIP3P model
(12).

The systems were minimized using 10,000 steps of the
conjugate gradient method followed by gradual heating from 1
K to 310 K at a rate of 1 K every 400 fs using temperature reas-
signment. During the heating phase the dynamics were carried
in the constant volume ensemble with all water molecules,
galactose, Na+, and heavy backbone and sidechain atoms
restrained using a harmonic potential with a 10.0 kcal/mol/Å2

force constant. Subsequent dynamics were performed with a
Langevin piston barostat with a 200 fs piston period and 100
fs piston decay constant to maintain a constant pressure of 1
atm. Temperature was maintained at 310 K using Langevin
dynamics with a 0.5 ps−1 damping coefficient. Restraints on
the water molecules and side-chain heavy atoms were then
removed over the next 2.1 ns. Finally, restraints on the back-
bone, Na+ and galactose were removed over another 1.8 ns.
During the entire equilibration protocol, an external force was



Supporting Materials:
Structural determinants of water permeation through the sodium-galactose transporter vSGLT — 2/8

applied to all water molecules outside of the transporter to
prevent aberrant hydration of the protein-membrane interface.
All further dynamics were simulated in the absence of external
restraints.

Bond lengths between hydrogen and heavy atoms were
constrained using the SHAKE algorithm and water was held
rigid using the SETTLE algorithm. This permitted us to use a
discretized time step of 2 fs. The Particle Mesh Ewald sum-
mation was employed for electrostatics with a grid spacing of
less than 1 Å along each dimension. Both van der Waals and
electrostatic interactions were smoothly switched off between
8 and 10 Å.

2.2 Production simulations on Anton
Productions simulations were run with Anton software version
2.4.1 (7). Coordinates and velocities for each setup prepared
in NAMD were converted to the Anton specified format. The
same force field parameters were used in both the preparatory
and production runs. Additional parameters for the Anton runs
were obtained using the default outputs of the guess chem,
refine sigma and subboxer pre-processor scripts to tune
the cut-off distances, electrostatic settings and spatial domain
decomposition. Bonds between hydrogen and heavy atoms
were constrained to their equilibrium length using the M-
SHAKE algorithm (13). Long-range electrostatic interactions
were treated using the Gaussian split Ewald (GSE) method
with a 64x64x64 mesh (14). The equations of motion were in-
tegrated using the RESPA multiple time-step method (15) with
time steps of 6.0 fs for the long-range electrostatic interactions
and 2.0 fs for all other interactions. Simulations were run at
constant temperature (300 K) and pressure (1 atm). Constant
pressure was maintained using a semi-isotropic Berendsen
barostat with a relaxation time of 2 ps and temperature was
controlled with the corresponding Berendsen thermostat with
τ =1 ps.

3. Analysis

3.1 Calculation of permeability and diffusion coeffi-
cients

The diffusion permeability, pd , was computed using the linear
flux equation

Jt = pd (to− ti) . (1)

Here, Jt (mol/s) is the flux of tracked water molecules per-
meating from one side of the membrane to the other and ti
and to are the inner and outer tracer concentrations respec-
tively. The flux of water is calculated directly from counting
permeation events through the transporter as described in the
main text. In this study the channel region extended 30 Å in
the z-direction, which is longer than the definition employed
in Ref. (16), where the channel boundaries were defined at
± 7.5 Å from the center of the transporter. Using the larger
boundary separation has the effect of decreasing the number
of observed permeation events by approximately a factor of

two, but ensures that waters must make a complete transition
from one bulk region to the other and minimizes recrossing
events. Given a molar concentration of water, cw ∼ 0.055
mol/cm3, the diffusion permeability is then calculated from
Eq. 1 as

pd =
countsup + countsdown

2cwTtotalNA
, (2)

where NA is Avogadro’s Number and Ttotal is the total time of
the simulation.

In the absence of an osmotic concentration or pressure
gradient across the lipid membrane in our simulations, we
estimate the osmotic permeability, p f using the theoretical
framework proposed by Zhu et al. (17). Briefly, this calcula-
tion is based on calculating the total incremental change in
the position of all water molecules in the channel at time t

dn(t) =
M

∑
i=1

zi(t +dt)− zi(t)
L

, (3)

where L is the length of the channel and zi(t) is the z compo-
nent of the position of the ith water molecule’s oxygen atom.
After numerically integrating Eq. 3, the osmotic permeability
is calculated from a linear regression of〈

n(t)2〉= 2
p f

vw
t, (4)

where vw is the average volume of a single water molecule
(18 cm3/mol/NA ≈ 3×10−23 cm3) and the angular brackets
denote an ensemble average over trajectory segments. In this
study, trajectory segments were obtained by dividing the time
series of n(t) into non-overlapping windows 300 ps in length.
Uncertainties in the calculated value of p f were computed
using a Monte Carlo bootstrapping procedure. The value of
n(t) for each trajectory segments was first averaged in blocks
of 80 consecutive windows, and then a bootstrap sample was
created from the block averages using 10,000 samples drawn
at random with replacement. This sample was then used
to determine the 95% confidence interval for the calculated
value of p f . A similar procedure was used to calculate the
confidence interval for pd .

The water channel in vSGLT is not aligned with the z-axis
of the simulation box and is instead curved as it winds from
the extracellular to intracellular side of the transporter. We
therefore modify the protocol for estimating p f as follows.
After centering the protein at the origin of the simulation box,
the water molecules were wrapped into the central periodic
image; the protein was then aligned onto a reference con-
formation. Subsequently, to define the permeation path, the
center-of-mass of water molecules within cylindrical slabs 0.5
Å in thickness, and with a radius of 20 Å from the center-of-
mass of the transporter, were calculated for −15 < z < 15 Å.
A smooth continuous path, ϕ , is generated by fitting

ϕα(λ ) = ϕ0 +(ϕN−ϕ0)λ +

Ndim

∑
i=1

[σi,0 sin(πλ )+σi,1 sin(2πλ )] · êi, (5)
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through the center-of-mass of water molecules within each
slab by varying λ over the range [0,1] (18). Here, Ndim = 3,
êi is the unit vector of the ith dimension and σi, j are the coeffi-
cients of 2 sinusoidal basis functions in each dimension. The
parameters σi, j and λα are selected to minimize the difference
between the center-of-mass calculated for each slab, α and
the parameterized curve,

χ
2 =

Nslab

∑
α=0
|ϕα(λα)−ϕα |

2 . (6)

Equation 3 is then reformulated in terms of the displacement
along the curve, rather than a displacement along z, as

dn(t) =
M

∑
i=1

si (λi(t),λi(t +dt))
L

(7)

where s is the contour length between λi(t) and λi(t + dt)
along ϕ(λ ) and L is the contour length of the curved path
traversing the entire channel. The projection λi(t) minimizes
the distance between the position of the ith water molecule
in the channel at time t and the curve. Results using the
projection obtained by identifying the point on the curve with
the same z value of the oxygen atom at each time, as in (16),
yielded similar results.

As with the calculation of pd , defining the channel as
the volume within the transporter between −15 < z < 15 Å
decreases p f by approximately a factor of 2 compared to the
value obtained in Ref. (16) where the channel boundaries were
between −7.5 < z < 7.5 Å. We find that, empirically, both
permeability values scale with L in a similar manner between
L = 15 and 30 Å. As such, the ratio of p f /pd for this system
is largely independent of L over this range.

3.2 Estimating errors in permeation count statistics
from low temporal resolution trajectories

The ability to accurately enumerate the number of water
permeation events crossing the transporter is limited by the
temporal resolution with which the system coordinates were
recorded. At a 1 ps sampling frequency, each water molecule
in the system only moves a small fraction of the total length of
the transporter. This allows us to unambiguously demarcate
when a specific water molecules moves from one side of the
membrane to the other via the lumen of the transporter. At
decreasing temporal resolution of the trajectory data, the dis-
tance that a water molecule can diffuse between observations
approaches the length of the passage through vSGLT as well
as the distance between the water-lipid interface and the pe-
riodic boundary. When those distances become comparable,
a growing subpopulation of the crossing events will not be
detected by our counting algorithm, leading to under counting
of the true directional flux of water. A distribution of the
crossing times for waters that move through the transporter
through the central region, which is bounded by two planes
separated by 30 Å along the z-axis, is shown in Fig. S1.

In addition to errors arising from false negatives, low
temporal resolution of the trajectory data can result in false
positive counts, wherein water molecules that move from one
bulk region to the other through the periodic boundary are
counted as crossing events due to transient excursions into the
central region of the simulation box. While it is impossible to
prevent under counting due to false negatives, counts arising
from the second class of errors can be eliminated from our
statistics. This is done by detecting the large jumps (> 50
Å) in the z position of a water between adjacent time steps
due to a periodic boundary crossing that lead to an otherwise
spurious crossing event.

To estimate the error in the counting statistics from using
original trajectory data sampled at 100 ps intervals, we exam-
ine the subset of the trajectories that were re-sampled at 1 ps.
Crossing statistics from the 1 ps data are considered to be a
true measure of the number of permeation events in the sim-
ulation. We then down sample those trajectories, taking the
coordinates of every hundredth frame and recalculate the num-
ber of permeation events while applying our filtering method
to remove the false positive events. The time-dependent direc-
tional flux using the 1 ps data and the down sampled 100 ps
data are shown in Fig. S2. The difference between the total
number of counts using the same data sampled at different
temporal resolutions is approximately 6 % and is consistent
with the small fraction of the total crossing events that take
on the order of the 100 ps observation interval.

4. Discussion
4.1 Discrepancies between reported osmotic perme-

abilities for vSGLT in the literature
The osmotic permeability, p f , reported here (2.7×10−13 cm3/s)
is consistent with the value we reported previously (4.1×10−13

cm3/s) based on a different set of simulations of the same
inward-facing state of vSGLT. Meanwhile, the Tajkhorshid
laboratory has reported a p f value for simulations on the
same conformation of the protein, which is much smaller
(4.75×10−15 cm3/s) (19). This discrepancy arises from a
difference in the calculation of the net crossing events, n(t),
appearing in Eq. 4. As described above, we integrate the dif-
ferential form of the collective variable (Eq. 7) to obtain n(t)
as originally described in Ref. 17. In this formalism, n(t) is a
function of all water molecules within the channel at time t
and t +dt. Conversely, Li et al. (19) calculate n(t) from the
cumulative sum of the discrete efflux and influx permeation
events (Dr. Emad Tajkhorshid, personal communication). Us-
ing this later method, n(t) depends only on the dynamics
of water molecules that fully permeate the transporter. On
long timescales both methods provide qualitatively similar
time series for n(t), as can be seen by comparing Figures 2B
and S3A in Ref. 16; however, on short timescales these two
methods give different results. Specifically, n(t) calculated
as in Ref. (19) changes in integer steps, while n(t) calculated
from the collective coordinate varies continuously. When the
averaging time is shorter than or comparable to the mean time
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between permeation events, the discrete event method often
results in n(t)2 values that are nearly constant and close to
zero. As a result, a linear regression fit of the the average
slope of n(t)2 calculated from the discrete permeation counts
systematically yields a smaller estimate of p f than the collec-
tive coordinate method. We note, however, that Eq. 4 is only
applicable when t is much longer than the velocity correlation
time of n(t) (17). Analyzing the data presented here with the
discrete event method employed in Ref. (19) also produces
a much smaller value of p f = 9.5×10−15 cm3/s, suggesting
that the water dynamics underlying the two studies are similar.
Nonetheless, we believe that the collective coordinate method
developed by Zhu et al. (17), and used here, is preferred
as it has been validated against nonequilibrium simulations
in the presence of a chemical potential difference (17) and
experimental measurements (20–22).
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Figure S1. Distribution of crossing times for waters moving
between the two planes defining the central region of the
simulation box, which contains the lipid membrane and
transporter. The crossing times are first partitioned using a
uniform bin size of 25 ps (blue) and then using a set of
variable bins determined by the Bayesian blocks approach
(black) (23, 24). (Inset) The same data plotted over crossing
times less than 1.5 ns.
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Figure S2. Comparison of time-dependent direction fluxes of water calculated from trajectories sampled at a 1 ps interval
(red) and the same data down sampled to 100 ps between frames (black). Counts arising from efflux of water through the
transporter is shown with positive values, and influx as negative values.
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Figure S3. Cα RMSD of vSGLT. (Upper) Time series of the Cα RMSD from the crystallographic structure (PDB: 3DH4) of
the ten core transmembrane helices for the 21 independent trajectories. The individual traces for each simulation and the
average RMSD for the ensemble are shown in gray and black, respectively. (Lower) The Cα RMSD for core 10 TMs and the
full transporter for all conformations visited in the aggregate ensemble. The probability distribution for each RMSD metric is
shown adjacent to the central scatter plot, along its respective axis.
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Figure S4. Galactose position dependent flow of water through vSGLT. Time series of the average inward and outward flow
were calculated along with the corresponding RMSD of the galactose from its crystallographic pose after superimposing the
transporter. After averaging the both quantities in 2 ns blocks, the blocks were partitioned into bins based on the mean RMSD
in the block. The average flow in each bin is shown as a black line with the grey box denoting the 95 % confidence interval
calculated using Monte Carlo bootstrapping (25).


