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Detection of the spike times

Figure 1 displays, as examples, typical intensity timedsaat low and high
pump current (26.5 mA and 27.3 mA for the experimental dathyas- 0.98 and
1.01 for the numerical data). For both, the following methek used to detect
the times when the spikes occur. First, each time series wasatized to have
zero mean value and standard deviation equal to one. Nexgpike times were
determined by using a simple thresholding method: whenrtemsity decreases
below a certain value, a spike is recorded. Then, it was reduhat the intensity
grows above zero before another spike can occur. This adeitdsting spurious
spikes, specially during the intensity recovery (the drudps sharp but the recov-
ery is gradual and noisy). Alternatively, one could use dractory time” after
each dropout, during which the intensity is recovering andpikes are detected.

To verify the method of spike detection we compare the metar-gpike in-
terval, (AT'), and the normalized standard deviatiat,(AT'), for experimental
and simulated data. Figure 2 displas7T") ando/(AT) vs. the pump current
(experimental data), and vs. the paramet€numerical data), calculated using a



spike detection threshold equal to -2. A good qualitativeeagnent experiments-
simulations can be observed, and the variatiofdf’) ando / (AT') with the pump
current is also in good agreement with previous observafibn2].

To further verify the method of spike time detection, we oédted the his-
tograms ofAT values. Figure 3 displays the histograms correspondinigettime
series shown in Fig. 1, again computed with a threshold of\AZ observe a
good qualitative agreement of the experimental and numenistograms, which
are also in good agreement with previous reports [3, 4]. We tiat for low pump
current, in the numerical histogram (Fig. 3b) there is asipaak at lowAT" val-
ues, that is not seen in the experimental histogram (Fig. Bhg reason of this
peak is the presence of intermittent bursts of regular spiléis regular dynam-
ics has been observed experimentally in the literature asdben referred to as
regular pulse packages [5, 6]. Because the regular spikes are not as deep as the
irregular ones (Fig. 4a), by choosing a deeper threshotd, (€.5) they are not
detected and the peak in the histogram\df values is eliminated, as seen in Fig.
4b.

Influence of the detection threshold in the word probabilities

Next, we analyze the influence of the detection thresholterprobabilities of
the ordinal patterns. Figure 5 shows the probabilities kie. detection threshold,
for the same pump currents as in Fig.1. It can be appreciaggwhile the values
of the probabilities vary with the threshold, the hierareimg the clusters (021-102
and 120-201) are robust and occur in a wide range of thresfablets. While for
too low (or too deep) thresholds the probabilities vary gigantly (as too many or
too few spikes are detected), they are robust to thresholdtizms in a wide range
of thresholds.

Most importantly, the variation of the probabilities withmetthreshold is quali-
tatively the same in the experimental and in the numeridal. dehe same hierarchy
and clusters are seen. This is remarkable because the nemtkfar the simula-
tions is the simplest rate-equation model (assumes singlde emission, neglects
spatial and thermal effects, considers only optical naie,) and the filter used
to simulate the finite detection bandwidth is also a simpleingyaverage window.

While an optimal threshold could be defined for each pumpeciivalue (that
is in the center of the “plateau” where the probabilities @b vary significantly
with the threshold), for the sake of simplicity in our work weed a fixed thresh-
old value, equal to -2, for detecting the spikes.
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Figure 1. Typical time series of the laser intensity. Paaa®dc display exper-
imental data (the pump current is 26.5 mA and 27.3 mA resgalg)i and panels
b andd, numerical data (the pump current parameter is= 0.98 and 1.01 re-
spectively). The dots indicate the times when a spike isctledeusing a threshold
equal to -2. In the simulationg = 20 ns™! anda = 4.5, other parameters are as
indicated in Methods.
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Figure 2: a, b Mean inter-spike interval and, d normalized standard deviation
versus the pump current, for experimental dataand for numerical dath,d. The
threshold for detecting the spike times is -2 and the parameif the simulation
are as in Fig. 1.
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Figure 3. Histograms of the inter-spike intervals corregfiog to the time series
shown in Fig. 1.
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Figure 4:a Detail of the regular pulse packages in the simulated tieres for
u = 0.98. The dots indicate two thresholds for detecting the spiked. Paneb
displays the histogram a7 values computed by using the lower threshold (-2.5).

Calculation of the error bars of probability values and the null hypothesis
region.

In order to determine if the word probabilities are consisteith a distribution
of equally probable words (null hypothesis, N.H., of no etations present in the
spike sequence), we calculate the error bars of the pratiediés well as the prob-
ability region consistent with the N.H. They are calculasésdn Ref. [7]: using a
binomial test to compute the error bars, and using a confeléel of95% for
the N.H. region:p &+ 30,, wherep = 1/D! ando, = +/(p(1 — p)/N), with D
being the length of the word andl the number of words in the sequence.

Figures 6a-c display the results for words of length= 2, 3 and 4 respec-
tively. One can clearly observe that the distribution ofkaoility values is not
consistent with the N.H., as several probabilities areidetshe N.H. region (gray
region in Fig. 6). For the sake of clarity, Fig. 6d displays gnobabilities of words
of length D = 4 computed from surrogate data (shuffled inter-spike intsrtiae
series), and we can confirm that in this case the probabilitie all within the gray
region.

Analysis of spike correlations
To further confirm the presence of correlations in the spdeqence, we com-

pute the usual autocorrelation coefficient of the sequehdatar-spike intervals,
{AT;}, as
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Figure 5: Probabilities of the words vs. the detection thodg is shown for dif-
ferent pump current values both, for the experimeataland the simulationb, d
data.
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Figure 6: Probabilities of the words of length,D = 2, b D = 3 andc D = 4
vs. the pump current, computed from the experimental data.words '012’ and
'210’ present the same crossover as words '01’ and '10’, &1@3’ and '3210’
(blue and red, respectively in parelPaneld displays the probabilities fab = 4
computed from the surrogated data (shuffled inter-spilerats time series).
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The result is shown in Fig. 7, that displagg andC5 vs. the pump current
for the experimental data. First-order correlations aearty identified, which are
stronger at low pump currents, while second-order coioglatare significantly
weaker.

C, =

From these results we can also confirm that the symbolic ak@dinalysis in-
deed provides additional information with respect to thgalisorrelation analysis.
In particular, we notice that’; is positive for all current values; however, in Fig.
6a we see that at high currents the word '10’ is more probalde AT; > AT,
is more probable thanT; < AT;,1), and at low currents, it is the opposite situ-
ation (the word '01’ is more probable, and thus7; < AT;,; is more probable
than AT; > AT;,1). This is apparently contradictory; however, one shoulepke
in mind that the ordinal analysis takes into account theliveaalues of consecu-
tive intervals, while the correlation coefficient, taketiaccount the magnitude of
consecutiveAT;— < AT > values. Moreover, Fig. 7 shows th@t is very small,
suggesting negligible correlations; however the prolitédsl of the words of length
D = 3 are clearly not consistent with the N.H.

Delay embedding analysis

A well-known method for reconstructing the attractor of andmical system
is to compute a delay embedding of the inter-spike interf@ls To explore this
method we consider several embedding dimensions (m=1, amen=3) and plot
the three-dimensional reconstruction of the attractoittierexperimental and for
the simulated data (see Fig. 8). No well-defined attractarbminferred by this
technique, but rather an apparently random cloud of datatsoiTl his reinforces
the relevance of the symbolic ordinal method used in thiskwibrat it can unveil
an underlying structure in the sequence of inter-dropdetvals, which can not be
revelead by the reconstruction method. In the case of tiskeainap model (right
column) a noisy but clear structure can be appreciated. efdrey, the suitability
of the circle map to describe the LFFs dynamics of a semiatioddaser with
feedback is limited to the serial correlations present egbguence of dropouts,
and the dimensionality of the dynamics or the statisticstriiution of inter-spike
interval values are not well described by this minimal model
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Figure 7: First and second order correlation coefficienhefinter-spike interval
sequence¢; andC;, [Eq. 1], computed from the experimental data, as a function
of the laser pump current.

To analyze the length of the serial correlations preseritérsequence of inter-
dropout intervals, we construct the words using a delay e, the words are
formed as QAT;, Ti1m, AT;12,). The probabilities of the words defined in this
way are presented in Fig. 9, for the experimental data (k@firan) and for the
numerical data (right column). The probabities are outdidegray region (consis-
tent with the null hypotesis) only for the lowest embeddimgehsion, revealing
that the serial correlations only extend to a few inter-spikervals.

Additional experimental measurements

In order to demonstrate the robustness of our observatiomgerformed sev-
eral experiments employing different lasers and feedbacklitions. Figures 10a
and 10b display the probabilities computed with data amalyin our previous
work [7]. In that experiment we used a different laser (Hiidcaser Diode HL
6724 MG), lasing at 675 nm, with a shorter external cavity ¢¢bcorresponding
to 3 ns of time delay), and a feedback-induced thresholdcteduwas 7%). Two
data sets were recorded at different temperatures (18 Cniel pa 20 C in panel
b). One can observe that in both data sets, the hierarctstectuand crossover are
the same as in Fig. 6b. For Fig. 10c the strength of the odtealback is weaker,
resulting in a threshold reduction of 4%. Also the two clustand a crossover
(such that the word 210 becomes the most probable one at bigdnt) are seen
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Figure 8: Three dimensional delay embedding of the intepdut interval time
series for the experimental data (left column), for the niicaé data (middle
column), and for the minimal model (right column). For thenimal model,
A¢(i) = ¢(i) — ¢(i — 1), following equation(3) from the main text.
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Figure 9: Probabilities of the words versus the delay (seefoe details). Experi-
mental data (left column), and numerical data (right column
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in this data set.

Also additional measurements were done including extdanaeing via direct
modulation of the laser pump current. A 1550 nm semiconduater (Mitsubishi
ML925B45F) was used, with feedback provided by an opticarfiihe feedback
conditions were significantly different from those of thgpekment reported in the
main text. In this new experiment the feedback time delayleager (25 ns), and
the feedback stronger (threshold reduction being 11%).dthealue of the pump
current was 12.50mAl(1217;;) and temperature was 17 C. Figure 10d displays the
probabilities vs. de pump current modulation amplitude &edcan observe that,
in spite of the fact that the experimental conditions arg/ \@fferent, there is a
good qualitative agreement with Fig. 4 in the main text. Fmorgy enough modu-
lation amplitude, the hierarchy and clusters are the sarbetimdata sets.
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Figure 10: Words probabilities computed from data recortsdg different exper-
imental conditions. Panels (a) and (b) present the anabjdise data of ref. [7],
recorded for two laser temperatures]l8 C andb 20 C. The threshold reduction
was 7% and the time delay 3 ns. the laser used was differemttfiat refered to
in the main text. The data analyzed in panelas recorded using the same laser
as in the main text, but with a different feedback level ($hi@d reduction of 4%).
Time delay was 4.7 ns. The data analyzed in pansrrespond to a periodically
modulated laser, emitting at telecom wavelength (1550 nrd)véith optical feed-
back provided via an optical fiber that results in a threshettliction of 11%. The
feedback time delay was 25 ns and the laser was pumped at ardatoof 12.50
mA (equal to 1.12;;,).
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