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Supplemental Methods 
 

Simulation protocol. MD simulations were conducted using the methods and force field 

parameters outlined in our previous study of the insertion of a cationic arginine side chain analog 

near the center of a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcholine (POPC) lipid 

bilayer,1 except as noted. Briefly, MD simulations were conducted with version 4.0.7 of the 

GROMACS simulation package.2 The water model was TIP4P.3 POPC was modeled by the 

Berger parameters.4 Indolicidin was modeled by the OPLS-AA/L parameters.5 The simulation 

system was neutralized with four chloride ions. 

  

System setup and umbrella sampling. A neat POPC lipid bilayer with 64 lipids per leaflet and 

a total of 9162 water molecules was obtained from our previous work.1 In a 50-ns equilibration 

of a neat bilayer system, the simulation box extended 10.8 (σ=0.1) nm along the bilayer normal 

(the Cartesian z dimension) and the area per lipid was 0.64 (σ=0.01) nm2. A β-hairpin-like 

conformation of indolicidin was embedded in the bilayer using the inflategro routine,6 according 

to our previously outlined protocol.7 This peptide-insertion process was repeated 33 times, 

varying the axial position of the center of mass (COM) of the peptide relative to that of the lipid 

bilayer (the solute insertion depth, z, in 0.3 nm increments in the range -4.8≤z≤4.8 nm. This 

entire procedure was conducted for 30 initial peptide orientations according to the following 

definitions. The tilt of the long axis of the β-hairpin-like conformation, θ, was defined as the 

angle between the peptide vector 7PCα→COM(4YCα+11WCα) and the positive Cartesian z-axis. 

Rotation about the long axis of the peptide, γ, was defined as the angle between the peptide 

vector 4YCα→11WCα and the positive x-axis. The 30 initial peptide orientations were thus 

constructed for systematic combination of 0≤θ≤180° in 45° increments and 0≤γ<360° in 60° 

increments. This procedure generated starting conformations for a total of 990 restrained 

simulations.  

Umbrella sampling (US) simulations at 300 K were conducted for 1.5 µs for each initial 

conformation and under the influence of each umbrella, except those simulations restrained to 

±4.5 and ±4.8 nm, for which only 0.5 µs of simulation were conducted. During these simulations 

the peptide’s immersion depth, z, was harmonically restrained to a specified value, 0
iz , in each 
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umbrella i, with a force constant, ku, of 500 kJ/mol/nm2. The orientation and conformation of the 

peptide were not restrained. Considering that each bilayer has two leaflets, these simulations 

yield a total of 60 distinct sets of US simulations for separate evaluations of the potential of 

mean force from bulk water to the center of the bilayer. These US simulations comprised 1.37 

ms of simulation time. The peptide’s immersion depth, z, was stored every 1 ps.  

 

Extending a mixed selection of simulations to 10 µs/umbrella. We conducted sixty 

independent 1.5-µs simulations at each umbrella. Additionally, we extended two simulations at 

each umbrella to 10 μs each. We selected the two simulations at each umbrella that appeared best 

suited to their current immersion depth (and therefore most representative of equilibrium) based 

on a replica-exchange8 formalism as follows (note that we did not simply extend two of the 

initial sets of US simulations, but rather mixed simulations at each umbrella from different initial 

sets). 

 For each conformation, x, sampled in each simulation, we evaluated the total change in 

potential energy, Δ, that would occur if that conformation was switched with another 

conformation at a neighbouring value of 0
iz  according to Eq. S1: 

  

 ( ) ( ) ( ) ( )λ λ λ λm m n n

j i j iE E E E∆ = − − +x x x x , (S1) 

 

where ( )
m

jEλ x  is the potential energy of conformation xj at 0
iz =λm. We then evaluated the 

probability at which such an exchange would occur during replica exchange, Pexchange, according 

to Eq. S2: 

 

 ( )exchange min 1,expP β= − ∆   , (S2) 

 

where ( ) 1
Bk Tβ −= , kB is the Boltzmann constant, and T is the absolute temperature. We 

evaluated Eq. S2 for each conformation from each simulation in the range -4.2≤ 0
iz ≤4.2 nm 

against many conformations from each of the 30 simulations at each of the two neighbouring 

values of 0
iz . For this analysis, we used only the conformations from 1<t<1.5 µs. Furthermore, 
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conformations were only compared when |ti-tj |≤20 ns. When this evaluation required values from 

the simulations at | 0
iz |≥4.5 nm, which only contained 0.5 µs of sampling, all values of t>0.4 µs 

were employed. We then selected, for further simulation, the simulation at each value of 0
iz  in 

the range -4.2≤ 0
iz ≤4.2 nm that had the lowest average sum value of Pexchange. This procedure was 

designed to pick a collection of simulations that would be least likely to migrate away from 

sampling at their current values of 0
iz  during replica exchange simulations and therefore be most 

representative of equilibrium. These 30 selected simulations covered the range -4.2≤ 0
iz ≤4.2 nm 

and were extended to 10 µs per umbrella, comprising a further 290 µs of simulation time. 

 

Free energies and standard states. The values of z sampled in the US simulations were 

converted to free energy profiles, or potentials of mean force (PMFs) as outlined in our previous 

work.7 To this end, recorded values of the solute insertion depth in the range -4.8≤z≤4.8 nm were 

distributed among 480 histogram bins and the WHAM calculation was performed with a 

tolerance of 1x10-5. This procedure was repeated for each set of US simulations. Each resulting 

PMF describes the free energy as a function of solute immersion depth, ΔGz, from bulk water 

(z=-4.8 nm) across the bilayer center (z=0 nm) to bulk water (z=4.8 nm). Exploiting the 

symmetry of the system with respect to the plane at z=0 nm, we present the PMFs for the 

absolute value of z. Each PMF from water to the bilayer center was then shifted such that the 

average value of ΔGz in the range 4.3≤z≤4.8 nm equaled zero. Finally, the binding free energy, 

bindG∆ , was determined by trapezoid integration of the PMF, as outlined previously,7 in the range 

0<z≤4.3 nm, thus placing the boundary of the bound state just beyond the point where the mean 

force becomes zero. The standard binding free energy, bindG°∆ , was then computed by adjusting 

bindG∆  such that the available volume is equal in the bound and unbound states, thus calculating 

bindG°∆  based on a volume-fraction partition coefficient, as outlined previously.7 

 PMFs of chloride along the bilayer normal were computed by constructing histograms of 

population density along the bilayer normal using the sampling from 1—1.5 μs per umbrella and 

then converting these probabilities, Pz, to free energies, ΔGz, according to 
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 B ln( )z zG k T P∆ = − × , (S3) 

 

where kB is the Boltzmann constant and T is the absolute temperature. Standard binding free 

energies of chloride were computed using the same method that we used for indolicidin, except 

that PMFs were shifted to zero on the range 4.8≤z≤5.0 nm and the bound state was defined as 

0<z≤4.8 nm based on the PMFs presented in Fig. S7A. 

 

Evaluating the change in the local volume enclosed within each bilayer leaflet. To classify 

structural perturbations of the lipid bilayer, we evaluated the volume enclosed within the bilayer 

defect in the leaflet in which the solute was embedded, εV . To this end, we conceptualized a 

cylinder of radium 0.1 nm, with its long axis along the global bilayer normal and its radial center 

at the center of mass of the solute. Additional cylinders, with radii increasing by 0.1 nm, were 

placed concentrically around the initial cylinder. Next, we computed the mean axial distance of 

lipid headgroup phosphorus atoms within each intervening hollow cylindrical segment (of width 

0.1 nm) and subtracted the average axial displacement of phosphorus atoms from the bilayer 

center of mass obtained from simulations of a neat POPC bilayer, 1.934 nm (data not shown). 

Cylindrical segments that did not contain any phosphorus atoms were assigned the value of the 

next larger segment. The volume enclosed within the defect was then obtained separately for 

each leaflet by integrating the volumes of the perturbations in each cylindrical segment out to a 

radial distance of 1.5 nm from the center of mass of the solute. Values of εV  are shown such that 

negative values represent local invaginations of the bilayer toward its center. 

 This method will provide artificially large negative values of εV  if lipids, which are 

assigned to their initial leaflet, are mislocated due to lipid flip-flop. We therefore assessed lipid 

flip-flop by searching for conformations in which the phosphorus atom of any lipid crossed the 

bilayer center by more than 0.9 nm. Because bona-fide lipid flip-flop occurred in only one 

trajectory (at 0
iz =0.9 nm, data not shown), we simply omitted that trajectory from our 

computation of εV . 

 

Counting peptide-lipid ion pairs. We computed the number of peptide-lipid salt bridges, NSB. 

An interaction was counted whenever at least one lipid phosphocholine heavy atom was within 
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0.435 nm of a designated protein charge. Protein charges were represented by (i) the (N-

terminal) nitrogen atom of Ile1, (ii) the Nζ atom of Lys5, or the Cζ atom of (iii) Arg12 or (iv) 

Arg13. The following three examples are provided for clarity: if the Nζ atom of Lys5 was within 

the cutoff of two heavy atoms of one lipid phosphocholine group, only one interaction was 

counted; if the Nζ atom of Lys5 was within the cutoff of two phosphocholine heavy atoms, both 

from different lipid molecules, two interactions were counted; if the heavy atoms of one lipid 

phosphocholine group were within the cutoff of both the Nζ atom of Lys5 and the Cζ atom of 

Arg12, two interactions were counted. The counts were larger but qualitatively similar using a 

cutoff of 0.6 nm (data not shown). 

 

Counting water molecules in the bilayer core. We computed the number of water molecules 

within the hydrophobic core of the bilayer, Nwater. A water molecule was counted whenever its 

oxygen atom was within 0.5 nm of the center of the bilayer. The counts were larger but 

qualitatively similar using a cutoff of 1.0 nm (data not shown). 

 

Peptide end-to-end distance. We computed the end-to-end distance of the peptide, EED, as the 

distance between the Cα atoms of Ile1 and Arg13. 
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Supplemental Results 
 

Utility of massively repeated simulations. Our initial sampling comprised 60 independent sets 

of US simulations from bulk water to the bilayer center, each initiated with a different 

conformation (see Supplemental Methods). In the main article, we showed that the standard 

binding free energy, bindG°∆ , evaluated based on a 50-ns sampling window, undergoes a 

systematic drift with increasing equilibration time, teq. Because simulation studies most often 

employ a single or relatively few repeat simulations at each umbrella, we emphasize the disparity 

of the convergence profiles among independent US simulations in Fig. S1A. Furthermore, Fig. 

S1B traces the PMFs computed from the last 0.5 μs of sampling, again shown separately for each 

US simulation. The variance of the bindG°∆  estimates is depicted numerically in Table S1. 

Importantly, four of the sixty sets of US simulations (7%) yield an estimate of bindG°∆  that 

deviates from the mean value by > 10 kcal/mol (Table S1). From this data, we conclude that the 

convergence profile from a single US simulation may not always be a good estimate of bona fide 

convergence. 

 

 

 
Figure S1. Convergence of the PMF for indolicidin partitioning into a POPC bilayer. The data is 

the same as in Fig. 1 in the main manuscript, except that this Figure depicts the profiles obtained 

from each individual US simulation. 
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Table S1: Standard binding free energies, bindG°∆ , of indolicidin to a POPC lipid bilayer. 

Sample (μs) 
bindG°∆  (kcal/mol) 

 μ ± σM Values from component sets of US simulations 

1.45→1.50 -24 ± 5 -10, -15, -16, -17, -17, -17, -18, -19, -19, -20, -20, -20, -20, -20, -

20, -21, -21, -21, -21, -22, -22, -22, -22, -23, -23, -23, -23, -24, -

24, -24, -24, -24, -24, -24, -24, -24, -24, -25, -25, -25, -25, -26, -

26, -26, -26, -28, -28, -28, -28, -29, -29, -30, -30, -30, -31, -32, -

33, -37, -42, -43 

 

 
Comparison of convergence in the initial US simulations with 1.5 μs/umbrella and the 

extended US simulations with 10 μs/umbrella. It is important to note that our 10-μs/umbrella 

simulations are not mere continuations of two of the initial 1.5-μs/umbrella simulations. Rather, 

we used all of the data from the initial 1.37 ms of sampling to identify simulations at each 

umbrella that appeared best suited to their current immersion depth (see Supplemental Methods). 

Therefore, our finding that these US simulations attained convergence after 4 μs/umbrella is 

inextricably linked to the conduction of massively repeated simulations followed by a selection 

algorithm based on replica exchange. It does not necessarily follow that each initial set of US 

simulations is likely to attain convergence after 4 μs/umbrella. 

 

Water penetration. In the main letter, we noted that indolcidin draws water molecules into the 

hydrophobic core of the bilayer. Surprisingly, the number of water molecules within 0.5 nm of 

the bilayer core converged rapidly (Fig. S2). 
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Figure S2. Average number of water molecules in the bilayer core, Nwater, as a function of 

simulation time, t, and umbrella center, 0
iz . There is no sampling for t>0.5 μs at 0

iz ≥4.5 nm. 

 

The largest water pore that formed in our simulations brought 36 water molecules within 0.5 nm 

of the bilayer center at 0
iz =0.6 nm (Fig. S3). Even when there were relatively few water 

molecules in the bilayer core, they sometimes adopted configurations approaching a pore (Fig. 

S4). Finally, the distortion of the bilayer structure that occurs upon deep indolicidin insertion is 

highlighted in Fig. S5. 
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Figure S3. Largest water pore formed in our simulations. Lipid headgroup phosphorus atoms are 

shown in brown. 
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Figure S4. Relatively few water molecules are required to traverse the bilayer in the presence of 

indolicidin. Water is shown in cyan. 

 

 
Figure S5. Bilayer distortion upon indolicidin insertion. 
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Chloride penetration. It has been suggested that indolicidin does not form pores in uncharged 

lipid vesicles, but rather acts as an organic anion carrier.9 Therefore, we evaluated the bilayer 

insertion of chloride in our simulations. These ions approached within 1.0 nm of the bilayer 

center in 14 simulations, all of which were conducted at 0
iz ≤0.9 nm. An example of such a 

binding event is depicted in Fig. S6. However, no chloride ions were ever found within 0.5 nm of 

the bilayer center, suggesting that there were no crossing events.  

 

 
Figure S6: Chloride binds membrane-bound indolicidin. Chloride (yellow), lipid headgroup 

phosphorus atoms (brown), water (grey surface), and indolicidin (sticks) are highlighted. 

 

To directly assess the bilayer permeation of chloride in the presence of indolicidin, we computed 

the PMFs of chloride along the bilayer normal for each value of 0
iz  (Fig. S7A). From these 

PMFs we computed the standard binding free energy, bindG °∆ , of chloride to the lipid 

bilayer/peptide as a function of 0
iz  (Fig. S7B). 
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Figure S7: Free energy of chloride along the bilayer normal as a function of peptide 0
iz . (A) 

Representative PMFs of chloride along the bilayer normal for three different values of peptide 
0
iz . (B) bindG °∆  of chloride as a function of peptide 0

iz . Standard deviations were computed by 

dividing the US simulations into two groups.  

 

Our results indicate that indolicidin is not capable of acting as a chloride carrier (Fig. S7A), 

although membrane-bound indolicidin does increase the membrane binding of chloride (Fig. 

S7B). We note that our simulations are unable to address whether monomeric indolicidin is an 

organic anion carrier or whether multimeric indolicidin is capable of carrying chloride across a 

lipid bilayer. 

 

Comparison to the PMFs of Yeh et al. As noted in the main letter, the potentials of mean force 

(PMFs) that we computed in this work are strikingly different from those computed by Yeh et al., 

who used different force field parameters, substantially shorter simulations, and a different 
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method to generate initial conformations.10 In particular, we embedded the peptide into the 

hydrated bilayer system separately for each umbrella (using the inflategro routine,6 see 

Supplemental Methods) such that the displacement between the COMs of the peptide and the 

bilayer, z, coincided with the umbrella center, 0
iz , at time t=0. In contrast, Yeh et al. started each 

of their constituent umbrella sampling (US) simulations with the peptide in bulk water, 

approximately 5 nm away from the COM of the bilayer along its normal.10 In this way, the initial 

conditions of our simulations and those of Yeh et al. likely biased the short-time sampling of the 

peptide toward bilayer insertion and aqueous solvation, respectively. 

 To evaluate the influence of initial conformation on the PMF at relatively short 

simulation times, we repeated our US simulations 30 times using initial conformations in which 

indolicidin was placed in bulk water with a COM displacement from the bilayer of 4.2 nm. US 

was then conducted for 25 ns per umbrella. The PMF obtained after discarding the first 10 ns as 

equilibration is shown in Fig. S8, where it is labeled as "approach (10—25 ns)". This PMF is 

qualitatively similar to the one presented by Yeh et al.10 in that both PMFs indicate that 

indolicidin does not insert into the lipid bilayer although, in comparison, the PMF that we 

computed indicates that bilayer adsorption is more favourable by about 3 kcal/mol (Fig. S8, 

Table S2, and Yeh et al.10). Importantly, the PMF that we computed from similarly short 

simulations using the same force field but a different method of peptide insertion differs 

substantially, indicating that indolicidin partitions into the lipid bilayer (Fig. S8). Finally, when 

we increase the simulation time, this insertion becomes more favourable (Fig. S8 and Table S2). 

 Together, the three PMFs in Fig. S8 suggest that simulations of Yeh et al.10 may not have 

attained convergence, complicating the comparison of PMFs in these two studies because 

sampling convergence is necessary for force field evaluation. 
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Figure S8: Comparison of PMFs obtained with different methods of generating the starting 

conformations and different amounts of equilibration. PMFs were generated from 10 ns of 

equilibration and 15 ns of sampling per umbrella based on (i) initial conformations in which the 

peptide was placed in bulk water (the "approach" method of Yeh et al.;10 broken blue line with 

squares), or (ii) initial conformations in which the peptide was embedded in the lipid bilayer 

separately according to each value of 0
iz  (the "embed" method utilized in this work; solid red 

line). For comparison, also shown is (iii) the PMF generated from 1.45 μs of equilibration and 50 

ns of sampling based on the "embed" method (dotted black line with x symbols). Error bars 

represent the standard deviation of 30 and 60 repeat simulations for shorter and longer 

simulations, respectively, each of which was used to construct a separate PMF. 

 

Table S2: Free energy values computed from the individual PMFs used to construct Fig. S8. 

Dataset bindG °∆  (kcal/mol) min(PMF) (kcal/mol)a z of min(PMF) (nm)b 

Approach (10—25 ns) -2.4 ± 1.5 -3.8 ± 1.6 2.7 ± 0.2 

Embed (10—25 ns) -6.6 ± 3.4 -8.0 ± 3.5 1.4 ± 0.9 

Embed (1.45—1.5 μs) -24.4 ± 4.8 -26.0 ± 4.9 1.0 ± 0.6 
aThe minimum value of the PMF after adjusting the PMF to zero in bulk water. 
bThe location of the minimum value of the PMF. 
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