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Figure 21: The RankProp algorithm can use an adaptive sigma parameter to
perform better. We plot the difference in error between RankProp(SCOP+SPROT)
with parameters σ=10 and σ=1000 as a function of number of PSI-BLAST homologs (the
number of E-value hits less than 0.01). The results for training (top) and testing sets
(bottom) show that RankProp performs better on smaller superfamilies for small σ, and
better on larger superfamilies for large σ. Similar results (not shown) arise for for other
values of σ that we tried. Here, the error measure is the ROC1 score.
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