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SI Native and Mirror-Image Structures of Protein A
The mirror-image and native conformations have identical sec-
ondary structures, the only difference between them being the
location of the third (C-terminal) α-helix. Fig. S1 illustrates the
native structure of the 10- to 55-residue fragment of protein A
from the Protein Data Bank (PDB) (Fig. S1A) and the mirror
image of the native structure generated with the UNRES force
field (Fig. S1B). It should be noted that the residues of the
fragment of protein A studied here (main text and SI Text) are
numbered starting from 1, which corresponds to residue no. 10 in
the 1BDD PDB structure.

SI Materials and Methods
United Residue Model. The united residue (UNRES) model of
polypeptide chains (1–10) is illustrated in Fig. S2. A polypeptide
chain is represented as a sequence of α-carbon (Cα) atoms linked
by virtual Cα···Cα bonds with united peptide groups halfway be-
tween the neighboring Cαs and united side chains (SC), whose
sizes depend on the nature of the amino acid residues, attached
to the respective Cαs by virtual Cα···SC bonds. The effective en-
ergy is expressed by Eq. S1 (9),
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where the successive terms represent side chain–side chain, side
chain–peptide, peptide–peptide, torsional, double-torsional, bond-
angle bending (3), side-chain local (dependent on the angles α
and β of Fig. S2), distortion of virtual bonds, and multibody
(correlation) interactions and formation of disulfide bonds, re-
spectively. The w’s are the relative weights of each term. The side
chain–side chain potentials include interactions with the solvent
(2). The correlation terms arise from a cumulant expansion (4, 11)
of the restricted free-energy function of the simplified chain
obtained from the all-atom energy surface by integrating out
the secondary degrees of freedom. The temperature-dependent
factors of Eq. S2, introduced in our later work (9) and discussed
further in ref. 12, reflect the fact that the UNRES effective
energy is an approximate cumulant expansion of the restricted
free energy. The virtual-bond vectors are the variables used in
molecular dynamics.

13Cα Chemical Shift. Although the details of this section have al-
ready been published (13), a brief description is provided for the
convenience of the reader. For each amino acid μ, it is possible

to define the differences Δα
μ between observed and predicted

13Cα chemical-shift values as
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where 13Cα
μ,i is the chemical shift of residue μ in conformation i

of Ω conformations. The average of the predicted chemical shifts
over the Ω conformations is taken because proteins in solution
exist as an ensemble of conformations.
The procedure for mapping the Δα

μ values onto a 3D protein
model was formulated as follows. First, the Δα

μ value computed
for each residue μ is smoothed by averaging it over the values of
the two nearest-neighbor residues. Second, the resulting aver-
aged hΔα

μi value is discretized according to the following rule:
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The cutoff value of 1.7 ppm was obtained as explained in ref.
13. Third, the hΔα

μiinteger values, 1, 0, and −1 are mapped onto
a 3D protein model and associated with a color, blue, white,
and red, respectively. Blue-colored residues are those with small dif-
ferences between the observed and computed chemical shifts, and
white and red indicate medium and large differences, respectively.

Principal Component Analysis. A detailed description of the prin-
cipal component analysis (PCA) method is available in our
previous papers (10, 14–17) and in an earlier reference (18);
therefore, only a brief outline of the approach is presented here.
PCA, a covariance-matrix–based mathematical technique, is an
effective method for extracting important motions from molec-
ular dynamics (MD) simulations. In PCA, the Cartesian or internal
coordinate space is rotated to a new space with new coordinates,
principal components (PCs), a few of which are sufficient to de-
scribe a large part of the fluctuations of a protein. Here, structural
fluctuations of the UNRES θ and γ angles [mean-square fluctua-
tions (MSF)] can be decomposed into collective modes by PCA.
The modes have “frequencies” and directions corresponding to the
eigenvalues and eigenvectors of the covariance matrix. The modes
k with the largest eigenvalues (λk) correspond to the modes that
contribute the most to the structural fluctuations of the protein.
The contribution of each angle (θi and γi) to mode k is called the
influence, νi

k (17, 19, 20).

SI Energetic Competitiveness of Native and Mirror-Image
Structures
To determine whether the mirror-image structure is energetically
competitive with the native conformation, we have selected two
MD trajectories at 270 K, as an example. Both of them start from
the fully extended unfolded conformation; in one of them, protein
A folds to its native conformation almost instantly from a fully
unfolded conformation, and in the second trajectory, before
jumping to the native state, protein A becomes trapped in a
metastable state formed by a mirror-image conformation. Fig. S3,
in which the Cα root-mean-square deviation (rmsd) from the
native structure vs. energy of each snapshot for these two tra-
jectories is plotted, shows that a difference between the lowest
energies of the mirror-image and native conformations (in-
dicated by two blue arrows in Fig. S3B) is only ∼2.5 kcal/mol; this
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indicates that the mirror-image structure is energetically com-
petitive with the native structure. This result is in almost quan-
titative agreement with the energy difference (1.5 kcal/mol),
between the lowest energies of the native and mirror-image
conformations, obtained from an atomically detailed folding
simulation of protein A (21). Fig. S3A corresponds to the MD
trajectory, in which protein A folds to its native conformation
almost instantly from a fully unfolded conformation, and hence
only one cluster is seen. There are two clusters in Fig. S3B, re-
presenting the MD trajectory in which protein A folds through
the kinetic trap; the solid circles with 8.0 Å ≤ rmsd ≤ 10.0 Å
correspond to the mirror-image topology, and the solid circles
with rmsd ≤ 4.0 Å correspond to the native state.

SI Time Intervals for Free-Energy Profiles
Fig. S4 shows how the periods of time, over which the free-energy
profiles (FEPs) were calculated, were selected for one of the pairs
of MD trajectories (the same principle was used for the selection
of time intervals for the other pairs of trajectories). Fig. S4A
illustrates the rmsd as a function of time of the folding trajectory
without a kinetic trap (black) and the folding trajectory with a
kinetic trap (red). The first ∼29 ns (Fig. S4B) and then the first
∼700 ps (Fig. S4C) of both trajectories were selected and ex-
panded. Moreover, the structures of protein A corresponding to
significant changes in both trajectories are shown in Fig. S4 B
and C. During the first ∼250 ps protein A remains unfolded in
both trajectories (brown rectangle in Fig. S4C), although one of
them (the trajectory without a kinetic trap) makes an attempt to
fold to either its native or mirror-image topology within the first
∼100 ps (pink rectangle in Fig. S4C). Between ∼250 ps and ∼300
ps (brown and blue rectangles, respectively, in Fig. S4C), the
system in both trajectories collapses, in one of them (the tra-
jectory with a kinetic trap) to the mirror-image conformation,
and remains in a metastable state for the next ∼27 ns (green
rectangle in Fig. S4B), and, as shown in the representative struc-
tures, the mirror-image conformation converts to the native con-
formation at ∼28 ns; and in the second one (the trajectory without
a kinetic trap) it first forms a molten-globule structure, as shown in
the representative structure (red rectangle in Fig. S4C), and then
(∼650 ps) jumps into the native state (illustrated by the represen-
tative structure in Fig. S4C).

SI FEPs Along θi and γi Angles of the Folding Trajectories
with and Without Kinetic Traps
Fig. S5 shows the FEPs along all of the θi and γi angles computed
at different times from the whole folding trajectory without
a kinetic trap (Fig. S5 A and B, respectively) and the folding
trajectory with a kinetic trap (Fig. S5 C and D, respectively). As
in Fig. S4, the blue, red, green, and black curves correspond to
the FEPs calculated over 300 ps, 650 ps, and 27 ns and over the
entire duration of the trajectories, respectively. Because protein
A jumps almost instantly (Fig. S4) into either its metastable state
formed by the mirror-image conformation or its native state, the
FEPs calculated over 100 ps and 250 ps (the pink and brown
rectangles, respectively) are very shallow and overlap each other,
and for most of the angles they do not contain extra information,
which was not revealed by FEPs over 300 ps; therefore, the FEPs
over these time intervals are omitted in Fig. S5. However, taking
into account the importance of the initial time intervals in for-
mation of the mirror-image topology, the important differences
observed between the FEPs over 100 ps and 250 ps along a few
angles are discussed in the main text.
By comparing the FEPs along the θ and γ angles of the folding

trajectory without a kinetic trap (Fig. S5 A and B) to the FEPs
along the θ and γ angles of the folding trajectory with a kinetic
trap (Fig. S5 C and D), we found that 17 θ angles and 17 γ angles
differ noticeably from each other and consequently play a crucial
role in a folding pathway. In particular, of these 17 θ angles,

4 (θi, i = 13, 14, 30, 31) are from loops (blue numbers), 7 (θi, i = 8,
17, 34, 35, 41–43) represent helices (red numbers), and 6 (θi, i = 10,
11, 15, 16, 32, 33) represent edges, which include residues from
both loop and α-helix (green numbers). Of these 17 γ angles, 3
(γi, i = 12, 13, 30) are from loops, 7 (γi, i = 7, 17, 20, 21, 26, 37,
40) are from helices, and 7 (γi, i = 9, 10, 14–16, 28, 31) are from
edges. The plots in Fig. S5 show that the discrepancies between
the FEPs with and without a mirror image are caused by dif-
ferent behaviors of the angles in the different time intervals. In
particular, the θ angles (Fig. S5A) of the first loop (θi, i = 13, 14)
and the edge (θi, i = 15), for the trajectory in which protein A
folds without a kinetic trap, completely explore the shallow local
minimum or “shoulder” in the region of ∼110°–140° before the
protein jumps to the native state, whereas the same θ angles of
the trajectory in which protein A folds through a kinetic trap
jump back and forth between the local and global minima during
the entire trajectory (Fig. S5C). The θ angles pertaining to the
edge (θi, i = 10, 11) of both trajectories, plotted in Fig. S5 A and
C, have similar FEPs for the entire trajectory. However, the θ10
angle in the trajectory with a kinetic trap explores mainly the
local minimum or a shoulder at ∼120° while the whole system is
in a kinetic trap, and after the whole system jumps to the native
state, the θ10 angle starts exploring the global minimum. The
same θ10 angle of the trajectory without a kinetic trap explores
the region of 100°–130° at the beginning of the trajectory, while
the whole system is in the nonnative state, and after the whole
system jumps to the native state, the θ10 angle starts jumping
back and forth between the local (shoulder) and global mini-
mum. The differences between the FEPs of the θ11 angle of these
trajectories are that the θ11 angle in the trajectory with a kinetic
trap explores mainly the region around 120° while the whole
system is in the kinetic trap; after the whole system jumps to the
native state, the θ11 angle starts exploring global (∼110°) and
local (∼90°) minima. The θ11 angle of the trajectory without a
kinetic trap gradually explores its own global minimum (∼110°)
during the entire trajectory.
The differences between the FEPs along the θ angles per-

taining to the second loop (θi, i = 30, 31), the edge between the
second loop and third α-helix (θi, i = 32, 33), and the third
α-helix (θi, i = 34, 35, 41–43) of the trajectories, in which the
protein folds with and without the kinetic trap, are that the θ30,
θ31, θ32, θ33, θ34, θ35, θ41, θ42, and θ43 are more flexible at the
beginning of the trajectory with a kinetic trap (Fig. S5C) either
exploring only the region of 105°–140° (θ30, θ31) or jumping back
and forth between the global minimum (90°) and the region of
100°–130° (θ32, θ33, θ34, θ35, θ41, θ42, θ43), whereas the corre-
sponding angles of the trajectory without a kinetic trap (Fig.
S5A) gradually explore only their own global minima (90°) dur-
ing the entire trajectory [except θ30, which starts jumping back
and forth between the global minimum (90°) and the region of
105°–140° after the protein reaches the native state]. The dif-
ferences between the FEPs along the θ angles pertaining to the
helices and edge (θi, i = 8, 16, 17) of these trajectories are quite
similar. In particular, the θ8, θ16 and θ17 angles of the trajectory
with a kinetic trap are flexible only at the beginning of the tra-
jectory (650 ps), exploring a large range of FEPs between 90° and
140°, whereas the same angles of the trajectory without a kinetic
trap are flexible for ∼27 ns (θ8) and even longer (∼45 ns) with
(θ16, θ17) exploring the same regions of the FEPs. After these
time intervals, all these θ angles of both trajectories jump to the
global minimum (90°).
Based on the FEPs along the γ angles of the selected time

periods and the entire trajectory plotted in Fig. S5 B and D, it
can be observed that the γ angles of the first and the second
loops and edges (γi, i = 10, 13–15, 28, 30, 31) for the trajectory
with the kinetic trap (Fig. S5D) are more flexible and explore
the regions of the FEPs (−70° to 30° for γ10, −160° to −50° for
γ13, −180° to −50° for γ14, −150° to −30° for γ15, 60°–160° for
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γ28, −120° to −40° for γ30, and −180° to −50° for γ31) that were
never explored by the same γ angles (in most of the cases) of the
trajectory without a kinetic trap (Fig. S5B). A similar situation,
but vice versa, was observed for γ16 pertaining to the edge. The
differences between the rest of the FEPs along the γ angles,
pertaining to the first loop and edge (γi, i = 9, 12), are less
prominent and appear before the protein jumps to the native
state. The differences between the FEPs along the γ angles,
pertaining to the helices of these trajectories, are noticeable and
appear either before the collapse (γi, i = 26, 37, 40) or after the
collapse (γi, i = 7, 17, 20, 21). It is important to mention that, as
for the θ angles, the main discrepancies between the FEPs along
the γ angles (γ30, γ31) pertaining to the second loop and edge
of the second loop and the third α-helix appear at the beginning of
the trajectory before the protein jumps into either the native or
the mirror-image state (for γ30, the difference can also be ob-
served after the protein remains in the mirror-image metastable
state), whereas the differences between the FEPs pertaining to
the first loop and edges are related to the time intervals after
the collapse.

SI 13Cα Chemical Shift Analysis
Fig. S6 illustrates the differences between experimental 13Cα

chemical shifts and those calculated from the MD trajectories.
Fig. S6 A, C, and E and B, D, and F illustrate the 13Cα chemical
shifts of the trajectories that fold with and without a mirror
image, respectively. The time intervals used in the calculations
of the 13Cα chemical shifts correspond to those used in the
analysis of the FEPs. In particular, the results illustrated in Fig.
S6 A and B are calculated before the collapse of the protein
[brown rectangle (∼250 ps) in Fig. S4C]. The results illustrated in
Fig. S6 D and E are calculated when the protein remains in the
metastable mirror-image state [green rectangle (∼28 ns) in Fig.
S4B], and the results illustrated in Fig. S6G and H are calculated
for the full trajectory (Fig. S4A).

Noticeable differences between the 13Cα chemical shifts cal-
culated during the time interval when the protein remains in the
metastable mirror-image state (Fig. S6 D and E) and the full
trajectory (Fig. S6 G and H) are in the region of the first loop
(residues 11–15). For example, in the full trajectory, the per-
centage of blue bars for the trajectory that folds without mirror
image is >45% (Fig. S6H), whereas the percentage of blue bars
for the trajectory that folds with a mirror image is ∼35% (Fig.
S6G). The reason for these differences is that the first loop does
not reach the native geometry in the metastable mirror-image
state and, to emerge from the mirror-image to the native con-
formation, the structure of the first loop undergoes drastic
changes during this time; consequently, the differences between
the 13Cα chemical shifts of the residues of the first loop and those
from the experimental chemical shifts are larger.
The graphical representations of these differences are shown in

Fig. S6 C, F, and I for 250-ps, 28-ns time intervals, and the full
trajectory, respectively. In particular, each color bar of each
residue in Fig. S6 C, F, and I is a difference between the cor-
responding color bars of the same residue in Fig. S6 A and B, D
and E, and G and H, respectively. If the heights of the bars in
Fig. S6 A, D, and G (trajectory with mirror image) are higher
than the heights of the corresponding bars in Fig. S6 B, E, and H
(trajectory without mirror image), the differences between them,
illustrated in Fig. S6 C, F, and I, are represented by the bars with
positive value and vice versa for the negative values. As was
expected, the negative tall blue bars in Fig. S6C appear in the
regions of the second loop and part of the third helix and in Fig.
S6 F and I in the region of the first loop.
We also calculated the 13Cα chemical shifts within the exact

time interval when these changes occur and, as expected, the
heights of the blue bars in the region of the first loop were lower
(∼20%) for the mirror-image trajectory.
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Fig. S1. The native (A) and mirror-image (B) conformations of protein A.

Fig. S2. The UNRES model of polypeptide chains. The interaction sites are peptide-bond centers (p), and side-chain ellipsoids of different sizes (SC) are at-
tached to the corresponding α-carbons with different “bond lengths,” bSC. The α-carbon atoms are represented by small open circles. The equilibrium distance
of the Cα···Cα virtual bonds is taken as 3.8 Å, which corresponds to planar trans-peptide groups. The geometry of the chain can be described either by the
virtual-bond vectors dCi (C

α
i. . .C

α
i+1), i = 1, 2,. . ., N − 1 and dXi (C

α
i. . .SCi), i = 2, 3,. . ., N − 1 represented by thick dashed arrows, where N is the number of

residues, or in terms of virtual-bond lengths, backbone virtual-bond angles θi, i = 2, 3,. . ., N − 1, backbone virtual-bond-dihedral angles γi, i = 2, 3,. . ., N − 2, and
the angles αi and βi, i = 2, 3,. . ., N − 1 that describe the location of a side chain with respect to the coordinate frame defined by Cα

i-1, C
α
i, and Cα

i+1.

Fig. S3. Cα rmsd vs. energy for the two MD trajectories of protein A at 270 K. The black (A) and red (B) solid circles correspond to the trajectories in which
protein A folds without and with a kinetic trap, respectively. Blue arrows indicate the conformations with the lowest energy in each cluster. In B, the top cluster
corresponds to mirror-image conformations, and the bottom cluster corresponds to native conformations.
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Fig. S4. (A) Cα rmsds vs. time for the MD folding trajectories without a kinetic trap (black) and with a kinetic trap (red). (B and C) Cα rmsds of the first 29-ns
period (B) and the first 700-ps period (C) of both trajectories. The pink, brown, blue, and red rectangles in C correspond to ∼100-ps, ∼250-ps, ∼300-ps, and
∼650-ps time periods, respectively. The green rectangle in B corresponds to a 28-ns time interval. The structures of protein A in B and C correspond to sig-
nificant changes in both trajectories.
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Fig. S5. (Continued)
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Fig. S5. (A–D) FEPs, μ(θ) and μ(γ), along the θ and γ angles, respectively, for the folding trajectory without a kinetic trap (A and B, respectively) and the folding
trajectory with a kinetic trap (C and D, respectively) of protein A. Blue, red, green, and black curves correspond to FEPs computed over 300 ps, 650 ps, and 28 ns
and over the entire MD trajectories, respectively. The blue numbers pertain to FEPs along the θ and γ angles that include only residues of loops, the red
numbers pertain to FEPs along the θ and γ angles that include only residues of α-helices, and the green numbers pertain to FEPs along θ and γ angles that
include residues from edges containing both a loop and an α-helix. The NMR-derived structural data (small red solid circles at the bottom of each panel) are
computed from the first model of the PDB ID code 1BDD (1).

1. Gouda H, et al. (1992) Three-dimensional solution structure of the B domain of staphylococcal protein A: Comparisons of the solution and crystal structures. Biochemistry 31(40):9665–9672.
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Fig. S6. (Continued)
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Fig. S6. (Continued)
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Fig. S6. Δμ
α represents the differences between the observed and theoretical 13Cα chemical shifts computed from the MD trajectories, and σ = 1.7 ppm. The

different colors of the bars indicate the magnitude of the differences (Δμ) in terms of σ. A full bar highlighted in yellow (Nan, not a number), as for residue
Gly21, indicates that the experimental chemical shift was not measured experimentally or that the theoretical value could not be computed for a particular
conformation (for all of the remaining partial bars highlighted in yellow). A, D, and G and B, E, and H illustrate the differences in 13Cα chemical shift per residue
for the trajectories that fold with and without mirror image, respectively. In particular, A and B correspond to the time interval between the start of the
simulation and the collapse of the protein, D and E correspond to the time interval in which the protein remains at the metastable mirror-image state, and G
and H correspond to the full trajectory of the simulation. C, F, and I illustrate the second-order differences, computed as follows: ΔΔα

μðCÞ =Δα
μðAÞ −Δα

μðBÞ,
ΔΔα

μðFÞ =Δα
μðDÞ −Δα

μðEÞ, and ΔΔ
α
μðIÞ =Δα

μðGÞ −Δα
μðHÞ.
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Fig. S7. (A–H) Contributions ðvki λkÞ of principal mode 1 (A, C, E, and G) and mode 2 (B, D, F, and H) to the mean-square fluctuations along the θ (A, B, E, and F)
and γ (C, D, G, and H) angles for the folding trajectory without a kinetic trap (A–D) and with a kinetic trap (E–H) of protein A.

Kachlishvili et al. www.pnas.org/cgi/content/short/1407837111 11 of 14

www.pnas.org/cgi/content/short/1407837111


Fig. S8. (A–D) The distances between Cαs of Asp29–Ser31 (A), Pro30–Gln32 (B), Ser31–Ser33 (C), and Gln32–Ala34 (D) as function of time for the trajectory
without (black line) and with (green line) a kinetic trap. Red line corresponds to experimental distance (1) between the Cαs of these selected residues.

1. Gouda H, et al. (1992) Three-dimensional solution structure of the B domain of staphylococcal protein A: Comparisons of the solution and crystal structures. Biochemistry 31(40):9665–9672.
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Fig. S9. (A–C) The distances between Cαs of Phe5–Leu26 (A), Leu9–Ala40 (B), and Ile23–Leu36 (C) as functions of time for the 50-ns time interval (the 0- to 28-
ns time interval corresponds to the mirror-image state, and the 28- to 50-ns time interval corresponds to the native state). Insets show probability distribution
functions of distances between these residues computed for both mirror image and native states. Red lines correspond to experimental distances (NMR) (1)
between the Cαs of these selected residues. Green lines indicate the time when the protein jumps from the metastable mirror-image state into the native state.

1. Gouda H, et al. (1992) Three-dimensional solution structure of the B domain of staphylococcal protein A: Comparisons of the solution and crystal structures. Biochemistry 31(40):9665–9672.
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Fig. S10. (A and B) Stereo diagrams of the 24- to 37-residue portion of protein A at 45 ps of the trajectories without (A) and with (B) a kinetic trap. (C and D)
At 300 ps the whole protein collapses and forms either a molten globule (C) or a mirror-image (D) conformation. (E and F) At 28 ns the protein emerges from
a kinetic trap by opening the conformation of the first loop (E) and then proceeds to the native state (F) by adopting a closed-loop conformation.
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