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ABSTRACT The crystal structure of halorhodopsin was
determined in (centrosymmetric) projection to 6-A resolution
by direct methods that use only the amplitudes of the electron
diffraction pattern. A multisolution technique was used to
generate initial 15-A-resolution basis sets, and after selection
of the best phase set (by the closest match of IEobsI and IE.cil),
annealing of individual reflections was used to improve its
accuracy. The Sayre equation was then used to expand the
phase terms to 10 A, followed again by phase annealing.A final
expansion with the Sayre equation enlarged this corrected
phase set to 6 A. When the condition of density flatness was
used to locate the best phase solution after each extension, a
final structure could be observed that was quite similar to the
one found earlier by analysis of electron micrographs.

Electron crystallography has become a useful alternative to
x-ray crystallography for determining the structures of pro-
teins that crystallize only in thin layers (1, 2). A significant
example is the class of integral membrane proteins that can be
formed as two-dimensional crystalline sheets after reconsti-
tution in a suitable phospholipid bilayer (3) (or, in some
instances, as obtained from a natural membrane source). Such
studies take advantage of the enhanced scattering cross-
section of matter for electrons, thus permitting the study of
individual microcrystalline samples. High-resolution studies
(e.g., to 3.5 A) have been reported for three classes of
membrane protein (4-6), and, in one case, a close match could
be made to an x-ray crystal structure determined indepen-
dently from material crystallized with detergent (6, 7).
One of the salient advantages of electron crystallography is

that it is an optical technique. That is to say, electron micro-
graphs taken from frozen-hydrated or sugar-embedded sam-
ples can be used directly as a source of crystallographic phases
to combine with the electron diffraction amplitudes, as out-
lined by Henderson et al. (8). The difficulty of obtaining this
phase information increases with resolution, however, due to
the need to define accurately the transfer function of the
electron microscope objective lens, the destruction of the
sample induced by radiation damage, and the loss of strict
packing order due to paracrystalline distortions. While mea-
sures have been devised to correct for these perturbations, it
would, perhaps, be convenient to start with the very accurate
phase set obtained most easily from lower-resolution electron
micrographs and then extend these directly to the higher
resolution found in readily recorded electron diffraction pat-
terns. Alternatively, it might even be possible to attempt a true
ab initio phase determination based only on the diffraction
amplitudes.
The first stated goal of phase extension from a lower-

resolution set from an image has already been realized.
Gilmore et al. (9) pioneered this effort with the use of

maximum entropy and likelihood methods to extend 15-A
phase information from bacteriorhodopsin (8) to the 3.5-A
resolution of the electron diffraction pattern. A potential map
very similar to the one depicted earlier by Henderson et al. (8),
after an extensive analysis of electron micrographs, was ob-
tained. More recently, satisfactory results (10, 11) also have
been obtained for bacteriorhodopsin, halorhodopsin, and the
Escherichia coli Omp F porin with the Sayre equation. In these
studies, the suitability of various resolution domains to be
correctly analyzed by direct phase extension also was evaluated
to provide strategies for the determination of unknown struc-
tures.
There is still much work to be done in the solution of

macromolecular crystal structures solely from diffraction am-
plitudes. Given atomic resolution diffraction data, direct anal-
yses of small protein structures have become more frequent
recently in x-ray crystallography (12-14), principally due to the
design of analytical techniques such as the "Shake and Bake"
algorithm utilizing the minimal principle (14) as a figure of
merit. Actual ab initio phase determinations of lower-
resolution data sets, given no other phase information, are
virtually unknown, however, although some progress has been
made in the use of "glob" models to search for a starting
low-resolution phase set (15). To promote further develop-
ment of this important research area, the following work
describes the procedure used to solve the structure of a
centrosymmetric zone for halorhodopsin, based only on the
reported electron diffraction amplitudes measured to 6-A
resolution.

ANALYSIS
Data Set. Electron diffraction amplitudes EFhI from frozen-

hydrated two-dimensional crystals of the halorhodopsin from
Halobacterium halobium were obtained at 120 kV to 6-A
resolution, as described by Havelka et al. (16). There were 101
data points in the unique set. The centrosymmetric plane
group of the square projection (a = 102 A) is p4gm (# 12) (17).
A set of crystallographic phases obtained from the Fourier
transform of averaged electron micrographs was also pub-
lished by these authors.
Normalized structure factors lEhI were calculated from these

amplitudes by using the formula: En = Fh/2[F2], where the
denominator is the mean value of intensities within a nearby
shell of reciprocal space. A correction factor s is applied to
account for special classes of intensities (e.g., those lying on
reciprocal axes with systematic absences).

Construction of a Basis Phase Set. In the earlier use (10) of
the Sayre-Hughes equation (18), Eh = N' /2 >k EkEh-k, it was
found that a set of 20 unique reflections at 15-A resolution (Table
1) provided a suitable starting point to extend the image-
derived crystallographic phases to the electron diffraction
resolution of the halorhodopsin data set. The same basis set
was used for this study. From the symmetry of the plane group,
it could be shown, by simplification of the trigonometric
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Table 1. Basis data set for halorhodopsin to 15-A resolution

Phase
hkO IFI IEI Correct Starting After annealing
020 245.9 1.39 1T 7T 7T
040 8.4 0.05 Tr 0* 0*
060 66.7 1.56 0 7I* 0
110 126.7 1.01 7T 7T 7r
120 25.5 0.20 0 0 0
130 89.8 0.72 0 0 0
140 17.7 0.14 7r 7T 7T
150 31.9 1.04 0 0 0
160 14.7 0.48 0 7T IN*
220 293.2 2.35 7T Tr 7T
230 18.8 0.15 7T 0* 0*
240 42.0 0.34 0 0 0
250 15.2 0.50 7T 7r iX
260 18.6 0.61 0 0 0
330 117.6 0.94 XT 0* T
340 18.3 0.60 0 r* 7r*
350 20.0 0.65 0 7T* IT*
360 35.2 1.15 0 0 0
440 17.4 0.57 XT 0* 0*
450 11.7 0.38 IT X 7r

*Incorrect.

form of the structure factor expression, that hkO reflections
with ggO or uuO (where g = "gerade" or even and u =

"ungerade" or odd) are both structure invariants. Only the
parity group ug0 = guO could be used for origin definition; e.g.,
for the reflections in Table 1 with highest lEhl value, the phase
term 'P360 = 0 could be specified a priori. Algebraic values were
then assigned to four other phases of high lEhI reflections, viz:
'P020, 'P110, P150, and 'P220. These were permuted through 0,IT to
generate 16 starting phase sets, each containing 5 reflections.
The starting phase sets were then used to generate a larger

set via the Sayre-Hughes equation. In this convolution of
normalized structure factors, it was important that an estimate
of the E0o0 term be given to stabilize the phases of the basis set.
[Expansions of image-derived phase terms in earlier work (10)
were made with or without this term, but, when it was not used,
the basis set always had to be reset to the starting values.]
Finding the exact value of Eooo is not necessary. A suitable
estimate could be made by assuming that there are 8 molecular
units of approximate molecular weight 26,000 (the value for
bacteriorhodopsin) in the unit cell. The Eooo value (132.0) was
then found by dividing this by the atomic weight of carbon and
then taking the square root. The initial Sayre expansion of the
16 starting phase sets provided phase estimates for 17 of 20
reflections, with reasonable amplitude estimates given only for
the reflections used as the basis set. From these expansions, 6
starting sets were chosen where the summed IEhI amplitude of
the original 5 reflections retained a maximum value. After
assigning observed lEhI values to the new phase estimates,
another cycle of the Sayre equation provided phase estimates
for all 20 reflections. The remaining 3 phase estimates were

then associated with their IEhl values to carry out a final Sayre
convolution for the six starting phase sets.
An optimal starting phase set was found from the six

possible solutions by comparing observed and predicted values
of lEhI; i.e.,

Dh = IEhIobs - |K EkEh-kIll
k

where K is adjusted so that E IEIlobs = E IEhIcalc. The phase set
corresponding to the minimum value of Dh contained eight
errors (Table 1). The initial potential map associated with this
set is shown in Fig. la.

g
h

FIG. 1. Potential maps for halorhodopsin at 15-A resolution (cal-
culated from phased IFhI with no Fooo term). (a) Starting phase set. (b)
Change phase of (060) reflection. (c) Change phases of (060) and (020)
reflections. (d) Change phases of (060) and (150) reflections. (e)
Change phases of (060) and (110) reflections. (f) Change phases of
(060) and (330) reflections. (g) Change phases of (060), (330), and
(130) reflections. (h) Correct phase set. (See also Table 2.)

Because the most accurate basis set was necessary for a

resolution expansion, the initial phase estimate had to be
improved by an annealing step. This was carried out by
sequentially changing the phase values for reflections with
large lEhI values. Only the phase terms for the (360) and (220)
reflections were assumed to be correct, the former because it
was used to define the origin and the latter because it retained
the same phase value for all of the six starting sets selected
above. Although, initially, Dh was tried as a figure of merit for
selection of appropriate new phase terms during an annealing
process, it was soon found to be a weak determinant for the
evaluation of individual reflections, especially since false min-
ima were found corresponding to erroneous phase changes.
The best figure of merit for deciding whether the phase of

an individual reflection should be changed was the density

a
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flatness criterion q = (Ap4), originally defined by Luzzati et al.
(19). For this evaluation, potential maps, based on Fh, were
calculated, where Fooo = 0.0, so that the average distribution
of map pixel density p was constrained around a zero level.
Since the computer program used to calculate the potential
maps provided the upper and lower bounds of the density
distributions, the selection of likely phase terms to be cor-
rected could be made intuitively. That is to say, if a change in
phase yielded a map with expanded density limits and a more
"peaky" distribution of density, the change could be rejected.
The selection could also be placed on the more quantitative
basis of selecting for values of q, as outlined in Fig. 1 and Table
2. Hence, the phases associated with the largest IEhI terms were
changed and q was evaluated to see whether the change could
be justified. If there was a significant difference in this figure
of merit, the new phase was accepted and another reflection
with slightly lower IEhl value was sought that would again result
in a noticibly lower value for q. After changing the value of the
(330) and (060) phases (Table 2), a starting set was obtained
with six errors but giving a map with a density distribution
visually indistinguishable from that of the correct phase set
(Fig. lh). It is clear that the selection of new phases is only
possible for large IFhI reflections, where the change had a
salient impact on the appearance of the potential map.
Phase Extension. An extension to a 1o-A resolution limit

(43 unique reflections) was then made based on similar
principles, but now keeping the 15-A basis set unchanged
(Table 3). First the Sayre-Hughes convolution was carried out
to produce an initial expanded phase set containing a total of
15 errors (6 of these in the original basis set) leading to the map
in Fig. 2a. Sequential annealing of individual phases was then
begun, evaluating the magnitude of q, as before, and in the
order of decreasing IEhI values for the selected reflections.
Phase changes were positively justified for the (460), (560), and
(550) reflections, yielding the potential map in Fig. 2b. Al-
though an additional change of phase for the (770) reflection
did not produce a markedly changed q value, a more even
distribution of density in the potential map (Fig. 2c) led to this
possibility being tested in the further expansion to 6 A. (A map
calculated from the correct phase set is shown in Fig. 2d for
comparison.)

After this intermediate resolution was reached, the Sayre-
Hughes equation was used to extend the corrected 1o-A basis
sets to 6 A. At this higher resolution there were no new
reflections with large enough IFhl amplitudes to justify any
further annealing step. Thus the phase extension was stopped
at this point. Phase errors for this ab initio determination are
compared in Table 4 to the values obtained earlier when the
image basis set was expanded. Potential maps calculated from
the two final phase sets are shown in Fig. 3 a and b, where they
are also compared to the solution reached earlier from image-
derived phases (Fig. 3c). The phase set including a changed
(770) phase term is thus seen to be the best solution, based on
the density flatness criterion q. In terms of the phase residual
defined by Unwin and Klug (20), R(Qp)=(X JFhJIApl/E IFhI)l/2,
the overall error is 67.30 for all 101 data points or 56.30 for all

Table 2. Sequence of annealing steps for the 15-A basis set

Step q Depiction Decision

Begin 1.65 Fig. la
Change (060) 1.46 Fig. lb Accept change to (060)
Change (060) and (020) 1.83 Fig. lc Reject change to (020)
Change (060) and (150) 1.40 Fig. ld Difference not large, reject

change to (150)
Change (060) and (110) 3.31 Fig. le Reject change to (110)
Change (060) and (330) 1.20 Fig. if Accept change to (330)
Change (060), (330), 2.92 Fig. lg Reject change to (130)

and (130)
q = 1.23 for correct phase set.

Table 3. Expanded phase set for halorhodopsin to 10-A resolution

Phase

hkO IFl JEl Correct Expanded After annealing

080 98.1 2.26 I7IX
0100 20.1 1.46 0 0 0
170 20.9 0.68 Ir 7T IN
180 26.2 0.85 Ir Xr IT
190 13.1 0.43 0 0 0
270 4.3 0.14 IT 0* 0*
280 33.7 1.10 IN ITr I

290 7.2 0.23 0 0 0
2100 48.1 4.96 0 0 0
380 11.6 0.38 7T IT 7r

390 15.3 0.50 7T 7r Ir
460 50.4 1.64 0 IT* 0
470 24.5 0.80 0 I***
480 25.8 0.84 ir 7T IN
490 5.2 0.54 0 IN* 7r*
550 50.8 1.65 IT 0* ir

560 41.5 1.35 IN 0* IT

570 12.0 0.39 0 0 0
580 6.1 0.20 7r IT IT
660 17.1 0.56 0 0 0
670 16.1 0.52 0 fT*9*
680 13.3 1.37 IT 0* 0*
770 20.3 2.09 IT 0* 0*,IT
*Incorrect.

EhI - 10.0. [The IFhl values listed earlier (10) were multiplied
by 10.] The similarities between this solution and the structure
based on image phases are quite striking.

DISCUSSION
Although the phase values found in this study are not quite as
accurate as those obtained from determinations based solely
on electron micrographs (16), or the extension of a low-
resolution set derived from such images (10), it is clear that an
ab initio analysis of a protein structure at medium resolution
will, nevertheless, lead to a useful result. From the stand point

. 7
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FIG. 2. Potential maps for halorhodopsin at 10-A resolution. (a)
Initial expanded set. (b) Change phases of (460), (560), and (550)
reflections. (c) Change phases of (460), (560), (550), and (770)
reflections. (d) Correct phase set.
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Table 4. Mean phase errors (IJApI) for halorhodopsin

Phase
extension*

Direct methods FF E-E

To 10 A 46.00 16.70 16.70
To 6 A, all data 74.80 60.60 55.20
To 6 A, IFhI - 10 44.00 32.0° 24.00

*Refers to Sayre convolution based on F or E.

of molecular substitution, it is clear that the map in Fig. 3b
contains a subunit very similar to the one found for bacte-
riorhodopsin (8), a premise that could be justified further by
correlational matching. The map itself contains a number of
the projected a-helical positions found for the halorhodopsin
by image analysis. It may be possible that the phase accuracy
could be improved at this stage by density modification
procedures (21-23). Because the goal of this study was merely
to evaluate the suitability of ab initio direct phasing proce-
dures, this further refinement step was not undertaken.
The most interesting aspect of this direct analysis of a

medium resolution data set is just that it is feasible, given the
rather pessimistic estimates found in the x-ray crystallographic
literature. For example Fan et al. (24) have discussed how the
normal Cochran criterion for finding a structure solution (i.e.,
finding a maximum value for the integral fI p3 dV) is not a
suitable condition at low resolution when determining the

a
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FIG. 3. Potential maps for halorhodopsin at 6 A. (a) Expansion
from basis set of Fig. 2a. (b) Expansion from basis set of Fig. 2b. (c)
Correct phase set.

structures of proteins. On the other hand, nearly atomic-
resolution determinations still conform to the Cochran crite-
rion, even if the statistical accuracy of phase estimates gener-
ated by traditional direct methods is not particularly good.
Indeed, such high-resolution phase extensions based on the
Sayre equation or the tangent formula have been published
(25-30). More recently, even ab initio determinations, based
on more powerful direct phasing approaches, have been
reported (12-14).
As also stated earlier by Podjarny and Yonath (30), require-

ments for the analysis of a macromolecular structure differ for
various resolution limits. In extensive low-resolution phase
expansions based on incomplete multiple isomorphous re-
placement phase sets, these authors (32, 33) had shown that
conventional phase-extension techniques still will produce
useful results, despite later criticisms of their use (30, 34). This
conclusion is also borne out by the successful application of
maximum entropy or Sayre convolution expansions of image-
derived phase sets (9-11) to the resolution of electron diffrac-
tion patterns. Thus, the technique for generation of phases
itself works equally well within confined low- and high-
resolution domains and is only challenged when a "nodal"
region of average intensity is encountered (e.g., near 5 A for
proteins), requiring the inclusion of branching points into the
phasing tree and the evaluation of these multiple solutions by
some suitable criterion (10). It is clear that the phase-extension
method is most suitable when a very accurate basis phase set
can be obtained (e.g., from the Fourier transform of an
electron micrograph). When such information is not available,
multisolution and annealing steps must be included to over-
come the weakness of single-solution approaches (30) for ab
initio phasing of protein data.
Although the methods for phase generation can be the same

at low and high resolution, the criteria for selection of the best
phase set, by necessity, must differ. This is precisely because
the implied condition of maximum "peakiness" of the density
function has no meaning at low resolution, since individual
atomic positions cannot be visualized with such limited data.
The Cochran figure of merit (35), therefore, might be replaced
by a maximum smoothness or flatness criterion for map
density, the latter recognized earlier by Luzzatti et al. (36) to
satisfy the best maximum entropy condition for such limited
resolution structures. This approach has already been shown to
be effective for the ab initio phase determination of lipid
bilayer profiles (37). An alternative test for density smoothness
(i.e., the average slope of the density distribution) has also
been found to be useful (37). Drawbacks in the use of such
figures of merit, particularly for phase annealing, are that only
suitably large changes in density distribution can be observed
if the phases of individual reflections are varied sequentially.
A cluster annealing of several reflections at a time may be
more effective, even though this possibility was not evaluated
in this study. Also, it is not yet certain just how absolutely
reliable the flatness criterion is. False minima have been
detected occasionally in earlier studies of lipid bilayer profiles,
for example (37). However, since these earlier determinations
were carried out to much higher resolution (e.g., 3.4 A), a
comparison to the present case may not be valid. Perhaps a test
of more than one figure would be more useful, as it has been
in the selection of best solutions in conventional multisolution
approaches to solving the phase problem (38).
There are reasons to expect that other analyses of this type,

including noncentrosymmetric projections, will be possible,
even with the above caveats taken into account. Fan et al. (24)
have pointed out that the low-angle intensity data from a
protein are the strongest and hence the relationships between
them should not be weaker on average than they would be for
any other structure. Building up the best possible basis phase
set at low resolution, therefore, seems to be the most important
criterion for expanding to a chemically meaningful structure at

Biophysics: Dorset
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higher resolution. It appears also that the search for the flattest
density profile, after the generation of multiple phase sets, is
the most reasonable way to find these initial phases. (Also, in
electron crystallography, it is worthwhile to consider whether
a more accurate set of structure factor magnitudes collected at
lower electron wavelength would help to improve the initial
phase expansion.)
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