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Text S3

Annealed importance sampling

Estimating the normalization constant, also referred to as partition function, of an energy based prob-
abilistic model, remains a challenging task [1]. Many approaches to make learning the parameters of
energy based models tractable, such as Contrastive Divergence, MPF, Score and Ratio Matching [2, 3]
do not attempt to estimate the partition function. A notable exception is Noise Contrastive Estima-
tion [4] which treats the partition function as a parameter to be estimated, but has only been applied for
continuous-valued data. Most commonly the partition function is estimated by sampling.

Using importance sampling, the partition function can be estimated by

Zp/Zq =

〈
p̃(x)

q̃(x)

〉
q(x)

(1)

where Zq is the known partition function of the proposal distribution q(x), Zp is the partition function
of interest for p(x) and the tilde symbol indicates a non-normalized distribution. The angle brackets
indicate a sample expectation over samples from the distribution p(x). However, if q(x) is not a good
match to the target distribution, it takes a very large number of samples to get a good estimate. AIS
uses an annealing process to gradually transform a simple proposal distribution, such as the uniform
distribution, into the target distribution, leading to an accurate estimate of Z from only a small number
of samples.

To assure convergence of the estimator, we run several annealing chains, increasing the number of
steps in factors of 2 up to a size of 105 steps. We check that the final estimate of log2(Z) does not
deviate more than 0.02 from the previous estimates. This criterium was chosen since log2(Z) appears as
an additive term to L, and at a bin size τ = 50ms an error of 1 bits / second in the final estimate of
the likelihood was seen as an acceptable trade-off between estimation speed and accuracy. In Fig. S1,
we show this convergence plot for a small 20-dimensional model, where the normalization constant was
computed exactly. For larger models, where the partition function could not be calculated analytically,
we monitored that the estimate stabilized to within this tolerance.
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